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Chapter 1 
Introduction  

Operation research, for short OR, is the act of obtaining the best 

result under given circumstances. Thus, we may have several 

solutions for a certain problem and our aim is to find the best solution 

among those solutions which leads to the presentation of the 

optimization problem.  

 

Problem Formulation 

1. Define the quantity to be maximize or minimize.  
  This quantity is called objective function.  

2. Define the constraints 
Those are the restriction under which we have to solve our problem.  

3. Define the non-negative constraints 
We have to be sure that all the variables are of non-negative type. If this 

is not the case, then we have to modify them as we will see later on in our 

study.  

Examples 

Example1: 

The Haty shop makes its sandwiches from a combination beef and 

goat meat. The beef contains 80% meat and 20% fat, and it costs 

24 pounds per kilo. The goat meat contains 68% meat and 32% 

fat, and it costs 18 pounds per kilo. What is the amount of meat 

from each type must be used in each kilo of meat if it wants to 

minimize its costs and keep the ratio of fat so that no more than 

25%? 

Solution 1:  

Let   weight of beef meat and   weight of goat meat 

Objective function is 
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      +18   minimize           

The constrains  

 (1) Rate of fat  

 

           0.20  +0.32   0.25                           

(2) Per kilo 

  +  =1                                          

Non-negative condition 

   0,   0 

Thus, the final formula for the linear programming problem is 

Minimize      z=24  +18                                       

Subject to 

0.20  +0.32   0.25 

  +  =1 

          

 

Example2: 

A factory wants in the production of  2 models. The first one 

needs 3 units of wood; and 3 units of iron; 5 units of aluminum, 

models II needs a single unit of wood; 8 units of iron; 4 units of 

aluminum. If you know that the maximum available of wood is 53 

units, Steel 127 and 100 for aluminum. Form the mathematical 

model in the following cases 
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A - If the first model is given a profit of unit and the second 2 

units. 

B – If the first model gives a profit of two units and the second 

gives a single unit. 

Solution 2:  

Let the factory produce x unit of 1
st
 one and y from the 2

nd
. 

Objective function 

(a)                        (b)             

and the constraints are 

For wood; 

        

For iron; 

          

For Aluminum; 

          

Non-negative condition 
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Nonlinear Programming I: 

One-Dimensional Minimization Methods 

 
1. Introduction 

It can be seen from the blow figure that if a point  * 

corresponds to the minimum value of a function     , the 

same point also corresponds to the maximum value of the 
negative of the function, -     . 

 

Optimization can be taken to mean minimization since the 

maximum of a function can be found by seeking the minimum of 

the negative of the same function. 

 

 

2. Statement of an optimization problem 

     An optimization or a mathematical programming problem can be 

stated as follows. 
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Where, X is an n-dimensional vector called the design vector,      

is termed the objective function, and       and       are known as 

inequality and equality constraints, respectively. 

 

- The problem stated in Eq. (1.1) is called a constrained 

optimization problem.  
 

 

 

The algorithm that treats a nonlinear programming problem. 

 

 

 
- From this algorithm, we conclude that finding a 

minimum of single variable objective function is an 

important step (step3) in solving unconstrained 

multivariable optimization problem. So we start with 

studying unconstrained single optimization problem 
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Theorem 1: Necessary Condition 
If a function  (x) is defined in the interval a <x <b and have 

a relative minimum at     , where a <    <b, and if the 

derivative df(x)/dx =        exists as a finite number at 

    , then        = 0. 

Theorem 2: Sufficient Condition: 
Let   '(  ) =   "(  ) = … =      (  ) = 0, but     (  ) ≠ 0. Then 

      is  

(i) A minimum value of       if      (  ) > 0 and n is even;  

(ii) A maximum value of       if     (  )< 0 and n is even;  

(iii) Neither a maximum nor a minimum if n is odd. 
 

 

Example: 

Use theorems 1 and 2 to find the optimum values of  

                      
Answer: 
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 The extreme points are           and     

            

      =       
           

         
We evaluate the next 

derivative 
       =           
         

       =     , 

Order of derivative is 

odd.  

So this point is neither 

maximum nor minimum 

           
this point is relative 

maximum 
           
               

=12 

            
this point is relative 

minimum 
         

 

Excercises 3: 

 Find the maxima and minima, if any, of the functions 

(a)      
  

           
 

(b)                               

(c)                                            

Answer: 
 A unimodal function is one that has only one peak in a given interval  T F 

A unimodal function is one that has several peaks in a given interval T F 

In the Interval halving method, the function value at the middle point of the 

interval will be available in the stage except the first stage  

 

T F 

The interval of uncertainty of the Interval halving method remaining at the end of 

n  experiments  (      and odd) is given by 

   (
 

 
)

     
 

   

T F 

the best value for the eliminating part of the interval in Fibonacci method assuming 

we conduct a large number of iterations is 0.382 

T F 

 

 

 

 



11 
 

Unconstrained single optimization problem 

 

 
 

Unimodal function 

A unimodal function is one that has only one peak in a given interval  
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Elimination methods 

Unrestricted search  

In the most practical problems, the optimum solution is known to lie within 

restricted ranges of the design variables. In some cases this range is not 

known, and hence the reach has to be made with no restrictions on the values 

of the variables.  

Search with fixed step size 

The most elementary approach for such a problem is to use a fixed step size 

and move from an initial guess points in a favorable direction (positive or 

negative). The step size used must be small in the relation to the final 

accuracy desired. Although this method is very simple to implement, it is not 

efficient in many cases. This method is described in the following steps:  
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Example: 

Use unrestricted search with Fixed Step Size to Find the maximum of 

     {

 

 
       

         
  

by starting from       with an initial step size of 0.4. 

Solution: this problem corresponds to Find the minimum of 

     {
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Fibonacci method 
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Example: 

Use Fibonacci method to find the maximum of 

     {
 

 
       

         
 

by starting from [0,3] with n=6 

Solution: 

This problem corresponds to 

 Find the minimum of 

     {
                         
                      

 

the sequence of Fibonacci numbers, is  
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                    [          ] 
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[                 ] 
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The Last interval is [1.846, 2.31] 

Thus the minimum must located at the middle  

Hence the minimum is x*=2.078 

 

Golden Section Method 

 

Example: 

Deduce the best value for the eliminating part of the interval in 

Fibonacci method assuming we conduct a large number of 

iterations. 

                              

   
    

  
   

  3 4 5 6 7 
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  ∞

   2

  
 0 282 

 

The algorithm of method of Golden Section Method 

 Procedure. The procedure is same as the Fibonacci method except that the 

location of the first two experiments is defined by 

                                                                       

 1. Let    be the initial interval :    [   ] 

2. Define            

3. Put points of test to be                  

4. Eliminate the non-desired part  of the interval depending on the 

unimodality property  

5. define the new interval    [   ], repeat steps 2-5 until a desired 

accuracy is obtained. 

In step 5, we can use one of the following accuracy formula: 

|           |    

Or 

|  |    

Where   is small chosen value (such as 0.1). 
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Exercise: 

 Use Golden Section method to find the maximum of 

     {
 

 
       

         
 

By starting from [0,3] with n=6 
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Chapter 4: Linear Programming Problem 

 
Standard form of a linear programming problem 
The general linear programming problem can be stated in the following standard 

form: 

1. Scalar form 

 

 
 

 

 

 

 
 

Hillal


lab
Pencil

lab
Pencil

lab
Placed Image

lab
Highlight



22 
 

2. Matrix form 

 

 
 

 

The characteristics of a linear programming problem, stated 

in the standard form, are: 

1. The objective function is of the minimization type. 

2. All the constraints are of the equality type. 

3. All the decision variables are nonnegative. 

It is now shown that any linear programming problem can be 

expressed in the standard form by using the following 

transformations. 
 

The maximization of a function f (x1, x2,. . ., xn) is equivalent to the 

minimization of the negative of the same function. For example, 

the objective function 
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Consequently, the objective function can be stated in the 

minimization form in any linear programming problem. 
 

 

2. In most engineering optimization problems, the decision 

variables represent some physical dimensions, and hence the 

variables xj will be nonnegative.   However, a variable may be 

unrestricted in sign in some problems. In such cases, an 

unrestricted variable (which can take a positive, negative, or zero 

value) can be written as the difference of two nonnegative 

variables. Thus if xj is unrestricted in sign, it can be written as 

 
 

Slack variable 
A non-negative variable which must be added to an inequality constraint of the form 

  to be in an equality form 

 
 

surplus variable 
A non-negative variable which must be subtracted from an inequality constraint of 

the form   to be in an equality form 
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Exercises 

Detect which of the following Mathematical statements is true and 

which is false.  

1 The Matrix form of the standard form of linear 

programming problem is Minimize      
   , where   is unknown constant. 

  

2 The decision variables in the standard form of 

linear programming problem must be positive 

or zero 

  

3 The maximization of a function is 

equivalent to the minimization of the 

negative of the same function 

  

4 An unrestricted variable  can be written 

as the difference of two nonnegative 

variables to agree the standard form of 

linear programming problem 

  

5 A non negative variable which must be added to an 

inequality constraint of the form   to be in an equality 

form  is called slack  variable 

  

6 A non negative variable which must be subtracted from 

an inequality constraint of the form   to be in an equality 

form is called surplus  variable 

  

7 A non negative variable which must be added to an 

inequality constraint of the form   to be in an equality 

form is called surplus  variable 

  

8 A non negative variable which must be subtracted from 

an inequality constraint of the form   to be in an equality 

form is called slack  variable 
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Geometry of linear programming problems 
 
The following general geometrical characteristics can be noted from the 

graphical solution. 

1. The feasible region is a convex polygon. 

2. The optimum value occurs at an extreme point or vertex of the 

feasible region. 

 
Example: 

Find the set of points that satisfies the following set of inequalities: 

                           

Answer: 

We consider the line  

         

              
  

 
  

 

 
     

         

              
  

 
  

 

 
      

(   
  

 
)  (

  

 
  )  

 (0,0) satisfies          then this inequality is satisfied by the set of 

point down and left the line passes through (   
  

 
)  (

  

 
  ) 

        line The 

              
  

 
  

 

 
 

          

The point to that satisfies the inequality are over and on the line 

The line                     



26 
 

                
  

 
  

 

 
      

               
   

 
   

 

 
      

(0,0) satisfies           then this inequality is satisfied by the set of 

point down the line  

Solving              ,          

we obtain          

Solving                      

we obtain            

Solving                      

We obtain            
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6 
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1 

6      7        5      4      3      2       1 
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The set of points that satisfy the three inequalities are those inside 

and at the triangle described at the figure ABC.  

The optimum value occurs at an extreme point or vertex of the 

feasible region. 

Exercises 

Select the correct word 

(1) The inequality          is satisfied by the set of points down and 

left the line passes through 

 (   
  

 
)  (

  

 
  )  (

  

 
  )  (

  

 
  )  (

  

 
  )  (  

  

 
)  

            

(2)The inequality            is satisfied by the set of point down and 

left the line passes through  

 (
  

 
  )  (

   

 
  )  (   

  

 
)  (

   

 
  )  (

  

 
  )  (  

   

 
)              

 

Example  
Find the solution of the following LP problem graphically: 

Maximize             , 

Subject to         ,         ,       ,       

Answer: 

         

                

           

      Satisfies it, so the proposed area is up right the line 

---------------------------------------------------------- 

         

                 

        

      Satisfies it, so the proposed area is up Left the line 
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The intersection of 

       ,         

is obtained by solving these two eqs. To obtain 

          

                         

    

                                                                                

                                                                                             

                                      

 

                                                                                                             

    

                                                                                                            

                            D                                      B 

   

                     A 

 

                                            

 

 

 

 

 

 

 

 

5 

4 

3 

2 

1 

 

-1 

-2 

-3 

-4 

-5 

-6 

-7 

-8 

-9 

 

 

-5  -4  -3  -2  -1     1   2   3   4   5   6   7 
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============= 

                 

                                

      satisfies it, so the proposed area is Down Left the line 

=========== 

The intersection of             ,        

is obtained by solving these two eqs. To obtain               0.6 

                         4 

  

   

                                                                                

                                                                                             

                                       

 

                                                                                                           

  

                                                                                                            

                      D                                      B 

   

                     A 

 

                 

 

 

      

5 

4 

3 

2 

1  C 

 

-1 

-2 

-3 

-4 

-5 

-6 

-7 

-8 

-9 
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                                 

                                             

      satisfies it, so the proposed area is Down Wright the line 

=========== 

The intersection of        ,        

Is obtained by solving these two eqs. To obtain               

                      

=========== 

The intersection of        ,         

Is obtained by solving these two eqs. To obtain              

              

 

 

Thus,  

                 at          

     at            

      at               

       at          

Hence the Maximum value is        at             

And the Minimum value is         at          
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                      D                                      B 
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Exercises 
Consider the following graph that represent four inequalities constraints 

of linear programming problem with the objective function        
      .  Answer the following: 

(1) The Point of intersection A is 

                                          

(2) The Point of intersection B is 

                                          

 
(3) The Point of intersection C is 

                                            

 

(4) The Point of intersection D is 

                                          

 
(5) The Maximum value occurs at 

                                             

 
(9) the Minimum value occurs at  
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Example:  

A manufacturing firm produces two machine parts using lathes, 

milling machines, and grinding machines. The different 

machining times required for each part, the machining times 

available on different machines, and the profit on each machine 

part are given in the following table. 

 
Determine the number of parts I and II to be manufactured per 

week to maximize the profit. 

 

Solution 

 Let the number of machine parts I and II manufactured per week 

be denoted by x and y, respectively.  

 

The constraints due to the maximum time limitations on the 

various machines are given by 
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Exercise: 

Find the solution of the following LP problem graphically: 

 

                  Maximize    
                

                subject to 
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Definitions and Theorems 
 

Definitions 
 

1. Point in n-Dimensional Space 
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Convex Set 

 
If                     

                   ,        . 

 
Convex Set 

A set containing only one point is always considered to be convex 

 
Non Convex Set 
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Convex Polyhedron and Convex Polytope 

 A convex polyhedron is a set of points common to one or more 

half-spaces. A convex polyhedron that is bounded is called a 

convex polytope. 

 

 
 

Figure a and b represent convex polytopes in two and three 

dimensions, 

 
and Fig. c and d denote convex polyhedra in two and three 

dimensions. 

It can be seen that a convex polygon, shown in Fig. a and c, can be 

considered as the intersection of one or more half-planes. 
 

Vertex or Extreme Point 

This is a point in the convex set that does not lie on a line 

segment joining two other points of the set. For example, 
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every point on the circumference of a circle and each corner 

point of a polygon can 

be called a vertex or extreme point. 
 
7. Feasible Solution In a linear programming problem, any 

solution that satisfies the constraints 

 
is called a feasible solution. 
 

8. Basic Solution A basic solution is one in which n - m variables 

are set equal to zero. A basic solution can be obtained by setting n 

- m variables to zero and solving the constraint Eqs. (3.2) 

simultaneously. 

 

9. Basis The collection of variables not set equal to zero to obtain 

the basic solution is called the basis. 

 

10. Basic Feasible Solution This is a basic solution that 

satisfies the non negativity conditions of the problem  

 
11. Non degenerate Basic Feasible Solution This is a 

basic feasible solution that has got exactly m positive   . 

 

12. Optimal Solution A feasible solution that optimizes 

the objective function is called an optimal solution. 
 

13. Optimal Basic Solution This is a basic feasible solution for 

which the 

objective function is optimal. 
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Theorems  

The basic theorems of linear programming can now be stated 

and proved.  
Theorem 1 The intersection of any number of convex sets is also 

convex. 

 

 

 
and the theorem is proved. 
 
Theorem 2 The feasible region of a linear programming problem is 

convex. 

Proof: The feasible region S of a standard linear programming 

problem is defined as 
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Multiply the 1

st
 eq by   and the second by            

                       

 

 
 

 
 
Theorem 3 Any local minimum solution is global for a linear 

programming problem. 
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Theorem 4: Every basic feasible solution is an extreme point of 

the convex set of feasible solutions. 

 

Theorem 5 Let S be a closed convex polyhedron. Then the 

minimum of a linear function over S is attained at an extreme 

point of S. 
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Classical Optimization Techniques 

 

Single-variable optimization 
      A function of one variable      is said to have a relative or local 

minimum at       if               for all sufficiently small 

positive and negative values of  . 

 

 

Theorem 1: Necessary Condition 

If a function  (x) is defined in the interval a <x <b and have a 

relative minimum at     , where a <    <b, and if the derivative 
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df(x)/dx =        exists as a finite number at     , then        = 

0. 

Theorem 2: Sufficient Condition: 

Let   '(  ) =   "(  ) = …. =      (  ) = 0, but     (  ) ≠ 0. Then 

      is  

(i) a minimum value of       if      (  ) > 0 and n is even;  

(ii) a maximum value of       if     (  )< 0 and n is even;  

(iii) neither a maximum nor a minimum if n is odd. 

 

(b) Use theorems in(a) to find the optimum values of  

                      
Answer: 

                           

                          
                             

 The extreme points are 

        and     

            

      =             
     

         
We evaluate the next 

derivative 
       =                
    

       =     , 

order of derivative is odd.  

So this point is neither 

maximum nor minimum 

           
this point is 

relative 

maximum 
           

               

=12 

            
this point is 

relative 

minimum 
         

 

 

Excercises: 

 (1)Find the maxima and minima, if any, of the 

functions 
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[2] Detect which of the following Mathematical statements is true 

and which is false.  Write the false one(s) in the correct case.  

 

                      Figure I 

In Figure I,  

1 A1 is relative minimum   

2 A2 is Global Maximum   

 A3 is relative Maximum   

 B1 is Global minimum   

 B2 is Global minimum   

 The necessary condition for a function  

 (x) to have a relative minimum at 

    , is        = 0. 

  

 The sufficient condition for a function  

 (x) to have a relative minimum at 

     depends on the order (even- or odd) of 

the first non zero derivative of  (x). 
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[3] Select the correct word 

(1) A function of one variable      is said to have a relative or 

local minimum at       if               for all 

sufficiently small positive and negative values of  .  

          Else 

Consider using the necessary and sufficient condition to find the 

optimum values of  

                     .  Answer the following 

questions: 

                    

(1)     

               

 (1)     

               

 (1)     

              

(1)The extreme point      is neither maximum nor minimum 
             

The extreme point      is relative maximum 
               

The extreme point      is relative minimum 
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Multivariable optimization with no constraints 
 

Definition: r_th Differential of  f : If all partial derivatives of the 

function f  through order r  1 exist and are continuous at a point 

X*, the polynomial 

 

is called the r
th

 differential of  f at X*. 

For example :  

 

when  r = 1 and n = 3, we have 

 

       ∑  

  

   

 

   

   

  

   
   

  

   
   

  

   
 

Which corresponds    
  

   
    

  

   
    

  

   
    

 

When  r = 2 and n = 3, we have 

 

The Taylor's series expansion of a function f (X) near a point X* is 

given by 
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Example 3 : Find the second-order Taylor's series approximation of 

the function 

 
near the point  
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X=X*+h 
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[
 
 
 
 
 
 

   

      

   

      

   

      

   

      

   

      

   

      

   

      

   

      

   

      ]
 
 
 
 
 
 

 

 

 

Definition: 
A matrix A will be positive definite if all its eigenvalues are 

positive; 

that is, all the values of   that satisfy the determinantal equation 

|    |    
should be positive. Similarly, the matrix [A] will be negative 

definite if its 

eigenvalues are negative. 
 

Another test that can be used to find the positive definiteness 

of a matrix A of order n involves evaluation of the 

determinants 
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A matrix A will be positive definite if and only if all its 

determinants are positive; 

A matrix A will be negative definite if and only if all its 

determinant    satisfies:                
A matrix A will be semi-definite if some of its determinant 

are positive, and the remaining are zeros 

 
 

Saddle Point 

 
In such a case, the point (x*,y*) is called a saddle point.  

 

The characteristic of a saddle point is that it corresponds to a 

relative minimum or maximum of f(x,y) with respect to one 

variable , say, x (the other variable being fixed at y = y*) and a 

relative maximum or minimum of f(x,y) with respect to the second 

variable y (the other variable being fixed at x*). 
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1 A matrix A will be positive definite if all 

its eigenvalues are positive; 

  

2 A matrix A will be positive definite if 

and only if all its determinants are 

positive; 

  

3 A matrix A will be negative definite if 

and only if all its determinant    

satisfies:       

  

4 A matrix A will be semidefinite 

definite if some of its determinant are 

positive, and the remaining are zeros 

  

5 A saddle point is corresponds to a 

relative minimum of f(x,y) with 

respect to one variable and a relative 

maximum with respect to the second 

variable  
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[Q3] Find the extreme points of the function 

           
    

     
     

    
The necessary condition is 

 

So 

            

            

Consider finding the extreme points of the function 

           
    

     
     

   . Answer the 

following 

(1) The necessary condition yields 

            , 

            

            , 

            
            , 

            

           , 

           

 

Consider finding the extreme points of the function 

           
    

     
     

   . Answer the 

following 

 (2) The solutions of the necessary condition equations are 

 
     

 

 
,       

  

 
 

 
     

  

 
,       

  

 
 

 
     

  

 
,       

 

 
 

 Else 

Consider finding the extreme points of the function 

           
    

     
     

   . Answer the 

following 

(3) The necessary condition equations are satisfied at the 

points 
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       (
  

 
  )  (  

  

 
)  (

  

 
 
  

 
)          (

 

 
  )  (  

 

 
)  (

 

 
 
 

 
)   

 
      (  

  

 
)  (

  

 
  )  (

  

 
 
  

 
) 

       (
 

 
  )  (  

 

 
)  (

 

 
 
  

 
)   

 

Consider finding the extreme points of the function 

           
    

     
     

   . Answer the 

following 

(3) The following point satisfies the necessary condition 

 
(  

  

 
) 

 
(
 

 
 
 

 
) 

 
(
  

 
  ) 

 
 (
  

 
 
  

 
) 

 
To find the nature of these extreme points, we have to use the sufficiency conditions. The 

second-order partial derivatives of  are given by 

 

   

   
 
       

   

   
 
 

      
   

      
    

[
 
 
 
 

   

      

   

      

   

      

   

      ]
 
 
 
 

 

The Hessian matrix of   is given by 

[
      

      
] 

 
the nature of the extreme point are as given below. 
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(4)To find the nature of these extreme points, we use the sufficiency 

conditions. The second-order partial derivatives of  are given by 

    

   
 
   

   

   
 
    

   
   

      

       

    

   
 
       

   

   
 

   
   

      

       
    

   
 
       

   

   
 

    

   
   

      

   

 Else 

(5) The Hessian matrix of   is given by…. 

 
[
      

      
] 

 
[
      

      
] 

 
[
      

      
] 

 
[
        

        
] 

(6) The nature of the extreme point       is 
indefinite 

points 
 Relative 

maximum 
 Saddle 

point 
 Relative 

minimum 
 

(7) The nature of the extreme point (  
  

 
) is 

indefinite 

points 
 Relative 

maximum 
 Saddle 

point 
 Relative 

minimum 
 

(8) The nature of the extreme point (
  

 
  ) is  

indefinite points  Relative 

maximum 
 Saddle point  Relative 

minimum 
 

 (9) The nature of the extreme point (
  

 
 
  

 
) is 

indefinite 

points 
 Relative 

maximum 
 Saddle point  Relative 

minimum 
 

(10) The Relative maximum of the function is 
   

  
 

 50/3  6  194/27  
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[1] Answer whether each of the following quadratic forms is positive 

definite, negative definite, or neither. 

 

(2) Match the following equations and their characteristics. 

 
 (4) Determine whether each of the following matrices is positive 

definite, negative definite, or indefinite by finding its eigenvalues. 
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(5) Determine whether each of the following matrices is positive 

definite, negative definite, or indefinite by evaluating the signs of 

its submatrices. 

 

 
 

(6) Express the function 

                
    

          
               

   

in matrix form as 

     
 

 
    [ ]          

and determine whether the matrix [A] is positive definite, 

negative definite, or indefinite. 

 
(7) The profit per acre of a farm is given by 

hillal
Highlight



58 
 

 

where x1 and x2 denote, respectively, the labor cost and the 

fertilizer 

cost. Find the values of X1 and X2 to maximize the profit. 
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Multivariable Optimization With Equality Constraints 
In this section we consider the optimization of continuous functions subjected 

to equality constraints: 

 
Where  

 
Here m is less than or equal to n; otherwise (if m > n), the problem becomes 

over defined and, in general, there will be no solution. There are several 

methods available for the solution of this problem. The methods of direct 

substitution, constrained variation, and Lagrange multipliers are discussed in 

the following sections. 

 

(*) In the equality constraints optimization problem, the number 

of constraints must be ….. the number of variable. 

          Else 

 

Solution by Direct Substitution 

 

For a problem with n variables and m equality constraints, it is 

theoretically possible to solve simultaneously the m equality 

constraints and express any set of m variables in terms of the 

remaining n - m variables. When these expressions are substituted 

into the original objective function, there results a new objective 

function involving only n - m variables. The new objective 

function is not subjected to any constraint, and hence its optimum 

can be found by using the unconstrained optimization techniques 

discussed in Section 2.3. 

 

sci math
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[Q4] Find the dimensions of a box of largest volume that can be 

inscribed in a sphere of unit radius. 

 
 لوحدة.أوجد أبعاد صىدوق بحيث يكون لً أكبر حجم يمكه احتواؤي في كرة وصف قطرٌا ا

                                                                               

 

 

 

 

                                                          

 

volume of the box is given by  (        )          

 

 
  

    
    

    

 

 

 (     )       √    
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For the sufficient condition, it is clear that the Hessian matrix is negative 

definite.  Hence the point X1 is maximum for the given function. 

 

1 In the equality constraints optimization problem, the 

number of constraints  must be less than or equal to the 

number of variable.  

  

2 If the number of constraints is greater than the number 

of variable in the equality constraints optimization 

problem, the problem becomes over defined  

  

3 Max.  (        )          subject to   
    

    
  

  is equivalent to  

Max.  (     )       √    
    

  

  

4  The extreme points for the problem Max.  (        )  

        subject to   
    

    
    is (

 

 
 
 

 
 
 

 
). 

  

5 The maximum value for the problem Max. 

 (        )          subject to   
    

    
    is 

 

 √ 
. 

  

 
[Q4]
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 [Q5] Consider the problem Minimize      
  
    

    
 

 
 

Subject to                ,                  

By Direct substitution 

[Q6]  Find the value of x, y, and z that maximize the function          

 
    

       
 

When x, y, and z are restricted by the relation xyz = 16. 
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Solution by the Method of Lagrange Multipliers                                                         

 

The basic features of the Lagrange multiplier method is given 

initially for a simple problem of two variables with one constraint. 

The extension of the method to a general problem of n variables 

with m constraints is given later. 

 

Problem with Two Variables and One Constraint.  
Consider the problem:  

Minimize          subject to            

 

 

1 Lagrange multiplier for the problem [Minimize 

         subject to           ], evaluated at the 

extreme point is    

  

   
  

   

  

  

 

 

 

 

 
2 One of the necessary conditions for extremum of Lagrange 

multiplier solution for the problem [Minimize          

subject to           ], evaluated at the extreme point is 
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[Q9] Find the solution of Minimize          Subject to  

         using the necessary condition of Lagrange multiplier method 

SOLUTION  

The Lagrange function is  

 
The necessary conditions for the minimum of f(x, y)  give 

 
Equations (E1) and (E2) yield 

 
 

  
 

 

  
 

 

 
Sufficiency Conditions for a General Problem 
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[Q11]Find the dimensions of a cylindrical tin (with top and 

bottom) made up of sheet metal to maximize its volume such that 

the total surface area is equal to A0 = 24  . 

 
Let the radius of the tin is      and the length is     .  

 

 

            ∑       
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Now since 
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And since 

 

   

     
 

And since 

 

      
   

    
   

 

      

[
 
 
 
 
 
 

   

      

   

      

   

     

   

      

   

      

   

     

   

     

   

     

   

    ]
 
 
 
 
 
 

 

 

For test the positiveness of Hessian matrix: 

  [
       
     
      

] 

 

|    |    
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[
         

       
        

]    

 

               

   
  

  
  

Since the value of   is negative, the point    
    

   corresponds 

to the maximum of    
 

=========================== 

 

 [Q12] Find the maximum of the function 

     subject to    

 
using the Lagrange multiplier method. 

 

 
Sufficient condition is Homework 
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[Q5] 

 

 
 

 [Q6] Consider the problem 

Minimize      
  
    

    
 

 
 

Subject to    

              

                 

By Lagrange multipliers method. 

 

=========================================== 

[Q7] (b) Minimize      
  
    

    
 

 
 (1) 

Subject to                    (2) 

                                    (3) 

By Lagrange multipliers method. 
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[Q8]  find the value of x, y, and z that maximize the function  

 

          
    

       
 

When x, y, and z are restricted by the relation xyz = 16. 
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Unconstrained Multivariable Optimization Techniques 
 

 
 
As discussed in Chapter 1, a point X* will be a relative minimum of f (X) if the necessary 

conditions 

 

 
Equations (2) and (3) can be used to identify the optimum point during 

numerical computations. However, if the function is not differentiate, Eqs. 

(2) and (3) cannot be applied to identify the optimum point. 

 
Classification of Unconstrained Minimization Methods 
Several methods are available for solving an unconstrained minimization problem. 

These methods can be classified into two broad categories as direct search methods and 

descent methods as indicated in Table 1. 
 

TABLE 6.1 Unconstrained Minimization Methods 
____________________________________________________________________ 

Direct Search Methods   Descent Methods  
____________________________________________________________________ 

 
____________________________________________________________________ 
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Direct Search Methods: Do not require the derivatives of the function. 

Descent Methods: Require the derivatives of the function. 
 

 Direct Search Methods don’t require the 

derivatives of the function. 
  

 Descent Search require the derivatives of 

the function. 
  

 

 

1.2 General Approach 

 
[Q1]Draw the flowchart of general iterative scheme of unconstrained 

multivariable optimization 

 
3 Rate of Convergence 

Different iterative optimization methods have different rates of convergence. 

In general, an optimization method is said to have convergence of order p if 

‖       ‖

‖     ‖ 
                          (4)  
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If p = 1 and 0   k   1, the method is said to be linearly convergent 

(corresponds to slow convergence), If p = 2, the method is said to be 

quadratically convergent (corresponds to fast convergence). An optimization 

method is said to have superlinear convergence (corresponds to fast 

convergence) if 
 

   
   

‖       ‖

‖     ‖
           (6) 

 

 An iterative optimization method satisfies 
   

   

‖       ‖

‖     ‖
   , is said to 

be ….. convergence 

 quadratically  superlinear  linearly  super 

 
 An iterative optimization method is said to be 

quadratically convergent if  
‖       ‖

‖     ‖   

       
     

  

 Different iterative optimization methods 

have the same rates of convergence. 

  

 Some of the methods for solving 

constrained minimization problems require 

the use of unconstrained minimization 

techniques. 

  

 The study of unconstrained minimization 

techniques provides the basic understanding 

necessary for the study of constrained 

minimization methods. 

  

 All the unconstrained minimization 

methods are iterative in nature. 
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Indirect search (descent) methods 
Gradient of a function 
The gradient of a function is an n-component vector given by 

  
   

 [
  

   
 
  

   
 
  

   
  

  

   
]
 

 

The gradient has a very important property. If we move along the gradient 

direction from any point in n-dimensional space, the function value increases 

at the fastest rate. Hence the gradient direction is called the direction of 

steepest ascent. Unfortunately, the direction of steepest ascent is a local 

property and not a global one. This is illustrated in Fig. 6.15, where the 

gradient 

 

 

 
 

[Q1] Prove that the gradient vector represents the direction of 

steepest ascent. 
Theorem 6.3 The gradient vector represents the direction of steepest 

ascent. 
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[Q2] Prove that the maximum rate of change of   at any point X is 

equal to the magnitude of the gradient vector at the same point. Then 

show what we can do if the Evaluation of the Gradient poses certain 

problem 

 

Theorem 4 The maximum rate of change of   at any point X is 

equal to the magnitude of the gradient vector at the same point. 
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Evaluation of the Gradient 
[Q3]“The evaluation of the gradient poses certain problems”. Discuss 

this sentence. 
 

The evaluation of the gradient requires the computation of the partial derivatives 

, i = 1,2,. . .,ft. There are three situations where the evaluation of 

the gradient poses certain problems: 

 

 

 
 

Steepest descent (Cauchy) method 
The use of the negative of the gradient vector as a direction for minimization 

was first made by Cauchy in 1847. In this method we start from an initial trial 

point X1 and iteratively move along the steepest descent directions until the 

optimum point is found. The steepest descent method can be summarized by 

the following steps: 
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[Q4](a)Summarize the steps of steepest descent method for 

Multivariable Unconstrained Minimization problem. 
 

 
The method of steepest descent may appear to be the best unconstrained 

minimization technique since each one-dimensional search starts in the "best" 

direction. However, owing to the fact that the steepest descent direction is a 

local property, the method is not really effective in most problems. 

 

 

[Q4](b)Use steepest descent method to  Minimize the following 

Multivariable Unconstrained Minimization problem starting 

from X= {0 0)
T 
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Convergence Criteria.  

The following criteria can be used to terminate the iterative process: 

1.   When the change in function value in two consecutive iterations is 

small: 

|
             

     
|    

2. When the partial derivatives (components of the gradient) of/are 

small: 

 
3. When the change in the design vector in two consecutive iterations is 

small: 
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Conjugate Gradient (Fletcher-Reeves) Method 
 

The convergence characteristics of the steepest descent method can be 

improved greatly by modifying it into a conjugate gradient method (which 

can be considered as a conjugate directions method involving the use of 

the gradient of the function).  

 

We saw that any minimization method that makes use of the conjugate 

directions is quadratically convergent. T 

 

his property of quadratic convergence is very useful because it ensures 

that the method will minimize a quadratic function in n steps or less. Since 

any general function can be approximated reasonably well by a quadratic 

near the optimum point, any quadratically convergent method is expected 

to find the optimum point in a finite number of iterations. 

 
We have seen that Powell's conjugate direction method requires n single 

variable minimizations per iteration and sets up a new conjugate direction at 

the end of each iteration. Thus it requires, in general, n2 single-variable 

minimizations to find the minimum of a quadratic function. On the other 

hand, if we can evaluate the gradients of the objective function, we can set up 

a new conjugate direction after every one-dimensional minimization, and 

hence we can achieve faster convergence. The construction of conjugate 

directions and development of the Fletcher-Reeves method are discussed in 

this section. 

 

Development of the Fletcher-Reeves Method 
[Q5] Develop the Fletcher-Reeves Method 
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82 
 

 

 

 

 
 If we move along the gradient direction from any 

point in n-dimensional space, the function value 

increases at the fastest rate 

  

 The gradient vector represents the direction of 

steepest ascent.  

  

 The maximum rate of change of   at any point X 

is equal to the magnitude of the gradient vector at 
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the same point 

 The convergence criteria of steepest descent 

method that can be used to terminate the iterative 

process, when the change in function value in 

two consecutive iterations is small is  

|
             

     
|   . . 

  

 All the unconstrained minimization methods are 

iterative in nature. 

  

 

 

 

 

 

 

 

 


