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CHAPTER (1)

Introduction to Statistics




Objectives of teaching statistics
Descriptive and inferential statistics
Type of the data

Histograms

Bar graphs
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The Objectives of teaching statistics are: asial olla)
1 To encourage and develop criticall thinking in students in handling
real world data preferably of local origin.

lebia s 5 Slibull aaa 5 el o) ) B e O salay O
2 To make the students learn by conducting experiments, collecting and

describing data.
g Aania cilalitin) padladiul y Sl Jiad (i 2l ¢ sua sall agd 5o jeil,

3 To promote understanding of the subject for the purpose of analyzing

data and drawing valid inferences. <= ﬂmy‘ b Sl ) Aaslia (ye ol Ralas Al Al Ul 553

4 To provide the students sound basic BAD ckground which would enable them to

pursue studies in statics at higher levels.
u&\;m)&\m}m,&.\\ Silss gl alidia 8 AN Cailda gl il Ul i)
5 To preparestudents for taking up statical jobs in various government/sémi-

government/pl’lvate Organlza'[lon. o ) )
poalls 550l s jeal Jie Alall (gl ) 5ol Ul Cy ja3

6 To expose students with present day tools of angus i.e. computers and packages.

Statistics: Statistics is the science of data. This involves collecting,
classifying, summarizing, organizing, analyzing, and interp(etinr% data. It also
involves model building. Suppose we wish to study hougghold icomes i 4 certain="

neighborhood. We may decide to randomly select, say, 50 famllles end examme
thelrhousehold mcomes i B

. When we
consider this ) examples, we note that in the first case the population (the
household incomes of all families in the neighborhood) really exists,

(s (ﬁ;/@()?'v\
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In either case we can
visualize the totality of m@vmﬁ, of which om@ data are only a
small part. Thus we define a Iation to be the set of all measurements or objects

that are of interest and a sample to be a subset of that population. The population acts
as the sampling frame from which a samplc 15 selected. Now we introduce some basic

notions commonly used in statistics.

opulation: A set of units (people, objects, transactions, events) that we are
interested jn studying (A population is the collection or set of all objects or
measurements that are of interest to the collector). Suppose we want to study the salary
of Sohag people, our population includes alf those persons who work in Sohag.
However as the population is so big that it is not practical and econgmical to collect
salary data of all the working people, we always select randomly only a subset of the
population and the data is sample.

®  Sample: The sample is a subset of data selected from a population. The size of
a sample 1s the number of elements in it.
N~ —

———

®  Descriptive and lnferendr;fstatlsﬁcs,_)

The methods consisting mainly of o , summarizing, and presenting dats in the
form of tables, graphs, and charts are called descriptive statistics. The methods of
drawing inferences and making decisions about the populatien using the sample are

called inferential statistics. Infcn:nual statistics uses probability theory.
e —

W A statistical inference is an estimate, a prediction, 2 decision, or a generalization
abomﬂ:epopulanonbmedommformanoncmmedmasample There-aretwo-main
approaches:

- _Confidence intervals whers-wwe-estimate-amd specily our degree of cémainty,

- ire we evaluate a claim using relevant data.

L es of Data.
ngg_mobmaMsmmwedonanummcal scale. The
numbcr of car accidents in different Egypt cities is guantitative data.
Nonwencaldmthatcmonlybechsmﬁedmtooneofthegm:psof
catcgom'ﬁbem«w The blood group of each
person in a community as O, A, B, AB is qualitative data.
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= - egory into which data can be classifi

! ed. Generally the classes will be
n;_tcrvals of equ.al length. The center of each class is called a class mark. The end points
of each class interval are called class boundaries. Usually, there are two ways of

choosing class boundaries. Oue way is to choose non overlapping class boundaries so
that none of the data points will simultaneously fall in two classes. Another way is that

for each class, except the last, the upper boundary is equal to the lower boundary of the
subsequent class.

Lower Class Limit: The least value that can belong to a class.

Upper Class Limit: The greatest value that can belong to a class.

n
[
8 Class Width: The difference between the upper (or lower) class limits.
=]

Class Midpoint. The middie value of ecach data class. To find the class

midpoint, average the upper and lower class limitsx ; ,x, = . -;Iower ‘

B Class Boundaries. The numbers that separate classes without forming gaps
between them.

M Range of Class: The highest value - the lowest value.
B Afrequency table: isa table that divides a data set into a suitable number of
categories (classes). A frequency table is created by choosing a specific number of

~ - ;seq in which the data will be placed. Once the data are summarized in the form of a
frequency table, a graphical representation car. be given through bar graphs, pie
charts, and histograms. - = =

L o g cilila] auals L ¥

M  Grouped data; Data presented in the form of a frequency table are called

M The g mﬁlaﬂvz requency. Cumulative means the total of all frequencies.
Covlative totals can be used to determine how many scores are above or below a set
vel (It can be ascending or descending). . :
o HJ

2 Relative frequency: Is the percentage of data elements in that class. Let f ;
denote the frequency of the class i and let # be sum of all frequencies. Then the relative

frequency for the class i is defined as the ratio {1— ‘
n
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B Cumulative relative frequency: The cumulative relative frequency (see

- f.
the following table) for the class i is defined by Z—“L =1._

SN S
Ascending\
Frequency cumulatize-

) frequency
18.5-225 7
22.5-265 9 16719
26.5—30.5 22 "":‘ifb '
30.5-343 32
34.5-385 | 35

Class
Boundaries

\Astrucuon of a frequency table
- Determine the maxnmum and minimum values of the observatlons
- The range, R = maximum value — minimum value.

- The class width should be slightly larger than the ratio R

. Number. of sets ~

- The ﬁrst mtcrval should begin a little below the mlmmum valye, and the last.
interval should end 2 little above the maximum value. The intervals are called ¢ | class
mtervals and the boundaries are called class boundaries. The class limits are the
smallest and the largest data values in the class. Thls the midpoint of a
class.

:None of the data values should fall on the boundaries of the classes.
Construct a table (frequency table) that lists the class intervals, g tabulation of

the number of measurements in each class (tally), the frequency. f; of each class,

and, if needed, a column with relative frequency, {:—,'wh_nc n is the16tal number
of observanqns
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. .— - - . ' a2
 Histograms: A histogram is a graphical representatipn of the information in a

frequency table using a bar graph with sides i i
: = touch
s - - % ching (Like a bar graph, except the

m  Frequency Polygon: Connect the midpoints of each class to make a polygon
(A frequency polygon is a line grapmfion of the information in &

frequency table).

®  Examples
Example: 1 ,
The data represent the statistics marks for 50 utudents. Construct a grouped frequency
die* jbution for the data using 7 classes.
' 112 100 127 120 134 118 105 110 109 112
110 118 117 116 118 122 114 114 105 109
167 112 114 115 118 117 1183 122 106 110
116 108 110 121 113 120 119 111 104 111

120 113 120 117 105 110 118 112 114

Solution:
Step 1: Determine the classes

¢  Find the highest value and the lowest value and use them to find the

range.
Range = highest value in the data set —lowest value=134-100=34

. Find the class width by dividing the range by the number of classes.
Round the answer up to the next whole number if there is a remainder. The
class width is the difference between the lower class limit of one class and the
lower class limit of the next class.

Class width=Range/number of sets=34/7 ~ 5

a Use your lowest value as your starting point. Add the class width to the
starting point to get the lower limit for the next class. Keep adding until there
are 7 classes. Subtract | from the lower limit of the second class to get the
upper limit of the first class.
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. Step 2: Find the class boundaries

. Find the class boundaries by subtracting 0.5 from each lower class limit
and adding 0.5 to each upper class limit. In future calculations we will also need
to find the midpoints X5 of each class.

e  Stepa: Tally the data and find the numerical frequencies from the tallies.

s Step 4: Find the cumulative frequencies: The cumulative frequency fora
class is the sum of the frequencies for that class and all previous classes. To
find this value, add up all the frequencies that lead up to each class.

Now let us construct our frequency distribution:

Class Limits | Class Frequency (f) | Cumulative | Midpoints (x )
Boundaries Frequency
100-104 99.5-104.5 2 102
105-109 104.5-109.5 10 107
110-114 109.5-114.5 28 112
115-119 114.5-119.5 41 117
120-124 119.5-124.5 43 122
125-129 124.5-129.5 49 127
130-134 129.5-134.5 1 50 132

Sum

Example: 2
If the following data (life of laptop computerbatteries) are avaiiabie

130, 145, 126, 146,164, 130, 132, 152, 145, 129, 133, 155, 140, 127, 139, 137, 131,
126, 145, 148, 125, 132, 126, 126, 126, 135, 131, 129, 147, 136, 129, 136, 156, 146,
130, 146, 132, 142, 132, 132.

a. Construct a frequency distribution and a histogram.
b. Construct a relative frequency distribution and cumulative relative

frequency plot.




Solution:
Minimum point =125
Maximum point = 164

Range = 164 - 125 = 39.
Number of data points o = 40.

Number of sefs close to /n ~7
The class width (L) may be determined as L = Range/7=39/7=5.57~6.

Class Interval | Tally Freque | Cumulative | Relative Cumulative
) ncy | Frequency Frequency | Relative
Frequency
125-129 4 i 10 0.25 . [ 0.250
1302134 i 21 0.275 0.525
135-139 HH 26 0.125 0.650
140-144 li : 28 0.05 0.700
145-149 B ' 36 0.20 0.900
150-154 | 37 0.025 0.925

To simplify calculations, we may increase. nuniber of sets to 8 and modify L to 5. If we
start the first class at 125, its upper bound would be 129 and all other classes are
determined accordmgly One can write sets as:

125-130, 130-135, 135-140,140-145,145-150, 150-155, 155-160, 160-165.

The following histogram is a graphical depiction on the frequencies above. It shows
that most of the data are clustered around 135, with few points above 150.
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A cumulative relative frequency plot may be used to calculate various probabilities.

For example, in the plot below, we see that the probability of a battery life of less than
150 is 0.925.

Cumuiative Relative Frequency Plot




Example: 3
Suppose that 20 statistics students’ scores on an exam are as follows:

97,92, B8, 75, 83, 67, 89, 55,72, 78, 81, 91, 57, 63, 67, 74, 87, 84, 98, 46
Construct a frequency table with classes 40-49, 50-59, 60-69 etc.

Solution:

Class Frequency ( f) Cumulative - Relative
Frequency Frequency
(f/nm)
40-49 20 0.20

50-59 19 0.30
60-69 17 0.20
70-79 14 0.15
80-89 10 0.10
90-99 . 4 0.05

Note that: the sum of the frequency column is equal to 20, the number of test scores.

Example: 4

Construct a frequency distribution for the data below.
1 - 12
18 7 15
4 16 4

Solution:




Example: 5
Construct a frequency distribution for the data below.

A B B AB O O O B A B B B O
A A O O O AB AB A O B A O

Solution:

Frequency (f) Percent

5 20
7 28

A

B

0 9 36
.AB B 16
Sum 25 100

Construct a grouped frequency distribution for the following data using 6 classes.
91 78 93 57 75 52 99 8 73 62
71 69 72 89 66 15 79 75 72 76
14 74 62 68 97 77 65 80
85 97 B8 68 83 68 71 69 67 74
62 82 98 101 79 79 69 62 73

Solution:

Class Limits Class Boundaries Cumulative

Frequency
50-59 49.5-59.5 _ 2
60-69 59.5-69.5 15
70-79 69.5-79.5 31
80-89 79.5-89.5 38
90-99 89.5-99.5 45

100-109 99.5-109.5 50

Sum




Example: 10

Thirty students in the Sohag faculty of science were asked what their majors were. The
following represents their responses (M = Mathematics; A = Analysis; - '
E = Electronics; O = Others).

A. M M A B M O
E E M A 0. E M A M
M A o A M E E M A

a. Construct a frequency distribution and a bar graph.
b. Constmctarelativcﬁ'eq\mcydism’bmionandapie chart.

- Solution:

Major
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Exercises

1-  Find class boundaries and midpoints of the following data:

Class o—4 50 1014 15-1% 20—-24

Frequancy 5 14 15 10 &

2-  Construct ascending cumulative frequency table of the
following data:

Class Interval 25-29
Frequency 5 10 13

3-  Construct descending cumulative frequency table of the
following data:

Class Interval 25-29 30-34 | 35-39 | 40-44 45-49
Frequency 5 8 10 13 8

4-  Find graphical representation of the following data by using
frequency curve :

Class Interval 82-89 90-97 | 98-105 | 106-113 | 114-121 | 122-129
Frequency 2 7 12 15 10 4

5-  What is the types of data?




CHAPTER (2)

Measures of Central

Tendency




Contents.

Mean

Geometric Mean

Harmonic Mean

Mode

Median

Quartiles, Deciles and Percentiles

In the previous section we looked al some graphical and tabular technigues for
describing a data set. We shall now consider some numerical characteristics of a set
of measurements. Suppose that we have a sample with valﬁwxl,tz-',x 3+Xpy - There

are many characteristics associated with this data set, for example, the central
tendency and variability. The most commonly used measures are mean, geometric
mean, harmognic mean, mode, median, quartiles, deciles and percentiles.

Example: 1

Find the mean for the set data: 13,17, 12, 11,and 17
Solution:

— 13+17+12+11+17 70
= 3 = 5 =14

B Mean for grouped data




Example: 2
a) Find the mean of the set'of data: 2, 4, 7, 8, and 9
b) Find the mean from the set of grouped data

Mark 10 20 . 30 40

Frequency 5 10 S 20

Solution

5
o ,Elir _2+4+7+8+9 _30 _

5 -5 5

6.

30

7

210

3x.f.

L Feiolla

1730 _
Sf, 50

34.6

Calculate the arithmetic mean of the following data

Sets 40-50 50- 60-

f; 18 0 | 5




Solution:

[

Sets | If x;
18 (40+50)/2=45
10 - 55
5 65

22 75
25 85

20 95
Tf; =100

7360 =736

= =700

Example: 4

Calculate the arithmetic mean of the following data.

Class | f. | Class | f. Class : “Class

L4 | i
0-10 |.122 | 40-50 | 311 80 -9%0 120~ 130
10-20 180 | 50-60 | 278 90- 100 130 - 140

20-30 | 256 | 60-70"1 250 | 100-110 | 1z - 140-150 !

30-40 |- 350 | 70-80.| 211 [.110-120 | 1 150~ 160 |

Solution:




Class

5 | 80~ 90
15 : 90— 100

25 | 256 | 6400 100110
35 | 350 | 12250 | 110- 120
45 | 311 | 13995 |.120-130
55 | 278 | 15290 | 130-140
65 | 250° | 16250 | 140~ 150 |
75 | 211 | 15825 | 150-160

16 16
=3 f.=2953, 3 x.f, =196385,
isf i =l i

i 196365
2 -66.4?68.

Example: 5 .
Calculate the arithmetic mean of the following data

32-34 36-38
4 13

Wight

Students




Solution:

Wight ' *3 _ xi/
32.34 (32+34)+2=33 4x33=132
35-37 36 7x36=252
38-40 39 13x39=507 .
41-43 42 10x42=420
44-46 - 45  5x%45=225 .
47-49 1 x48=48

Sum

. Advantages and disadvantages of the mean
Advantages: -
(i) All values in the distribution are used in its calculation.
(ii) Its method of calculation is simple and most people understand the meaning of
its result. -
(iii) Jts result can easily be used in further analysis.
Disadvantages: |
(1) Its result can be easily distorted by extreme values
(in) In case of open end classes, mean can be calculated only if their c]ass
marks are determined. If such classes contain a large proportion of the values,
then the mean may be subjected to substantial error.




M Geometric mean for ungrouped data .
Geometric mean is defined as the »-th root of the product of n observations.

Geometric mean:

GM =1_d.;:l XXpXXq. . XXy
where:
“n = Number of observations.
We can see that:
21“(":‘)

n
= GM =e

Example: 6
Compute the geometric mean of 100, 200 and 300.
Solution: )

* (Method 1):
.M =nffTx, =3{100)(200)(300) — ¥6000000 = (6000000)/3 = 181712
* (Method 2) ' '
log(6.M )=~ Tlog(x; ) =%(log(l 00)+log(200) + log(300))

=%(2.ooooc>+7,30103+z.4712)=2.2'593_8

1 .
= M =108C0HM)_ 15225938 10 712

* (Method 3)
In(G.# )= Ttn(x, )= (in(100) + 1n(200)+In (300))

=3(4.60517+5.29832+5.70328) = 3(15.60727) =5.20242

o GM =e M) _ 520242 181 717




N Geometric mean for grouped data
The geometric mean of the set of observations is defined by:

fi. 15 [ -
G.M =J(x] lxz 2x3 3..........t.x.n)

=[,1f 15 2z I

Example: 7
Find the Arithmetic, Geometric Mean of the following data

Class 20-29 30-39 40-49 50-59

Frequency(f) 3 5 20 10

Solution:

Class ; : xifx'




M Harmonic mean for ungrouped data
Harmonic mean is one of several kinds of average,

HM=

n
1
)2 P
I

Example: 8
Compute the harmonic mean of 100, 200 and 3090.

Solution:
- n = 3 = 2
HM = : ] ( ] 1 1 ) (0.01000+0.00500+0,00333)

—| (7007200 " 300
1

=163.637

Example: 9
If x=4{2,5, 3, 4,7, 8, 8 ,compute the harmonic mean of x.

Solution:




Example: 10
The harmonic mean of the numbers 2, 4 and 8 is

HM =-l-—-—l-=3.43

27373

® Harmonic mean for grouped data
The harmonic H.M of the set of observations is defined by:
HM ="

27
i=1%;
Example: 11
Find the Harmonic Mean for the data in example 6.
Solution:

/i

T 0.1224
5 | 0.1449
20 T as 0.4494
10 45 | 01835
5 0.0775
09777

43
HM =097~ 43.9808

W The Relation between the Arithmetic, Geometriq and Harmonic Means:

HM<GM<X.




B Mode for ungrouped data
Mode is the value of a distribution for which the frequency is maximum. In other
words, mode is the value of a variable, which occurs with the highest frequency.

- The mode of the llSt(4 2,2, 3,3, 3, 5) is 3. The mode is not necessarily well

defined.
- Thelist (4,2, 2, 3, 3, 5) has the two modes 2 and 3.

Example: 12
Find Mode of the data 3, 12,4, 6, 1,4,2,5,8
Solution:

Mode=4

Example: 13
Find Mode of the data
a 5
b. 1
c |1
Solution:
a. Mode=5
b. Bimodal=2, 6
¢. No Mode

W Mode for grouped data

3331
2223
2367

Mode =a+ i B T _Sm L
A|+A2 me“fz fl

= lower class boundary of the modal class
A1 = difference of ﬁequzncy between modal class and class before it

- A, =difference of frequency between modal class and class aftér
L =size of the median class interval

I'ma ﬁ'equeucy of the modal class.
fi —frequency of then class proceeding to the modal class.

[ 5= frequency of the class succeeding to the modal class.

25




Note that; The class which has highest frequency is the modal class
Example: 14
Find the mode the following frequency distribution.

Class 10-14 15-19 20-24

Frequency |
4] 11 14

Solution:
ThemodalclassxsthethndclassmthfrequencyM A, =14-11=3,A, =14-13=1

2 »
a=1935,L =245-19.5=5. Thus,

Mode =a + -—A1—J _19s+[ 3 Js 23.25.
Aj+4, 3+1

B Advantages and disadvantages of the mode
Advantages:
- Its result will not be affected by extreme values and open end classes.

- If data are not grouped, it can be determined easily.
Disadvantages: .
- It has to be supplemented by other statistics.

- It is difficult to obtain an accurate estimate of the mode if the’ values are
classified into a frequency distribution.

B Median for unérouped data
Median = the middle datum, when # is odd.

Median = the mean of the two middle data, when 7 is even.




For the set of data For the set of data

10, 15, 16, 21, 25 13, 15, 27, 27
middle datom |
middle of two data

median = 16

median = (15 +27) + 2
- =21

Example: 15

Determine the median from the following sets of data.
a. 2,6,9,4,3,4,5,6,7
b. 9,7,3,4,8,6,7
c. 10kg, 12kg, 18kg. 10kg, l6kg 23 kg

Solution:
a2,6,9,4,3,4,5,6, 7

Re-arrange the numbers in sequence

e

2, 3, 4, 4,?, 6, 6, 7, 9

Since =9 is odd, then the order of the median is 2 ; l;--_ 9; - =5(fiveth)

A

Median =35
b.9,7,3,4,8,6, 7
Re-arrange the numbers in sequence:
3,4,67,8,9
" Median =7




c.10kg, 12kg, 18kg, 10kg, 16kg, 23 kg
Re-arrange the numbers in sequence:

10, 10, (2, 16,18, 23
Since n=6 is even, then the order of the median is

%+ 5-+1=3, 4(thired and fourth)
2 ’

Median = =14 kg,

12 + 16
2

Example: 16
Find the median of 2, 4, 8, 7, 4,6, 10, 8, and 5.

Solution;
Array:2,4,4,5,6,7,8, 8, 10

Middle value = ((9 + ) /2) th value =5 th vaIue=X(5]

Median =6

B Median for grouped data
Steps to find Median of group data
1)  Compute the less than type cumulative frequencies.
2)  Determine n/2, one-half of the total number of cases.
3)  Locate the median class for which the cumulative frequency is more than
n/2.
4)  Determine the lower limit of the median class. This is a.
5)  Sum the frequencies of all classes prior to the median class. This is /-

6)  Determine the frequency of the median class. This isf ] g £ 1
7 Determine the class width of the median class. This isZ .

n

;
Median =a+|-2 "1 |1
fmadidn




where, » is the number of items in the data (total frequency)

Example 17
" The following table sho : .
10ws the dail i -
workers. Calculate its median, y of a random sample of construction

[ 4

Set | 200-399 | 400 - 599 600-799 | 800-999 | 1000 - 1199

/i
5 15 25 30 18

Solution:

Cumulative Frequency i
F,

Set

0

5
20
45
735
93
100

Less than 199.5
>399.5
>599.5
>799.5
>999.5
>1199.5
>1399.5

-
=

l_g-gz 50, so the median lies in the 4th class.

L
2

wherea =799.5 is the lower class boundary,

=f,—f1=15-45=30and L =999.5-799.5=200 is the class interval.

S median
o 50-45) 100 - 83
Median =199.5+( 39732 |200=852.8.




m Empirical relaﬂon between Mean, Median and Mode:

Therelauonshprctweenmwl,medmnandmodcdependsuponthenamreofthe
distribution. A distribution may be symmetrical or asymmetrical. In asymmetrical
distribution the mean, median and mode are equal .

Mean= Median= Mode
In a moderately asymmetric distribution tbe difference between the mean and mode is
three times the difference between the mean andmedxan.

’ Mean-Mode = 3(Mean-Mediag)
m Advantages and disadvantages of the median

Advantages: -
Its result will not be affected by extreme values and open end classes.

| | Duadvantage'
It has to be supplcmented by other statistics because it does

not reflect the distribution in the way that the mean does,
that is, including all values.

W Quartiles, Deciles and Percentiles : '
Three of these divide the data set into four, ten or hundred divisions, respectively.
'3—0 } o — } . > Jlg > 4

T 1st 2nd rd
quartils _‘©  quartile quartile

- Quartiles, Deciles and Percentiles are measures of position useful for comparing
scores within one set of data,

- For a set of data you can divide the data mto three quartiles (QI’QZ Q3) nine

deciles (Dl’ 9)and99pc:n:e:nt:l:.es( 1’ 2, 99)-




- Ql (Quartile one) covers the first 25% items of the series and it divide the first
half of the series into two equal parts. Q? (Quartile two) is the median or middle
value of the series and Q3' (quartile three) covers 75% items &f the series.

- Deciles are those vahies which divide the series into ten equal parts. There are

nine deciles i.e. Dl’DZ’ .D9m a series and 5th decile is:same as median and 2nd

quartile, because those values divide the series in two equal parts.
*» Calculation of Quartiles:
The calculation of quartiles is done exactly in the same manner as it & i case of the

calculation of median, :
- In case q{ individual and discrete series:

Qi’ =Sizeof ﬂ"Tthh item of the series

- In case of continuouns series:

Q. =Sizeo iithitmoftheseﬁes i*1,2,3.
i 2

- Interpolation formula for continuous serjes:
in
0 = il | PP
fQI E

The calculation of deciles and percentiles are done exactly in the same manner as it is in
case of the calculation of quartiles.

Example 18
Find Q,and Q3 of the following:

(a)4,5,6,7,8,9,12, 13, 15, 10, 20
(b) 100, 500, 1000, 800, 600, 400, 7000 and 1200

Solution:
(a) Values of the variable are in ascending order:

4,5,6,7,8,9,10, 12, 13, 1520'
So n = 11 (No. of Values)




Ql = Size of ("—:ch item'of the series = size of 3rd item = 6

0, =Sizeof 3"'*"&):::%0[ the series =size of th item = 13

Requm:dQ,andQ,mGandB rcspecuvely,_.
(d) The values of the vunablemasoendmg order are:
100, 400, 500, 600, 700, 800, 1000, 1200, n =28

0, =Sizeof 41, ””) 2 thitemof the series

=Sizeof %-th itemof the series
= size of 2.25h item

= size of {Second item + 0.25(THird item - Second item)}
=400 +0.25 (500 - 400) = 400 + 25 = 425.

=Sizeof 3(—":'—1)% item of the series

=Sizeof 2(84—"’1)-& item of the series

= gize of 6.75th item
size of [6th item + 0.75(7th item - 6th itern))
800 + 0.75 (1000 - 800) = 800 + 150 = 950

Required Q; and Q; are 425 and 950 respectively.

Example 19
The fol‘l’owmg Table shows the wetg,hts of 2,000 students at the Sohag University

130~ | 140
—T 60 | 70- | 80 | 80- | 100- | 110- | 120-
Weight | o | 75 | 8o |c99.| 100 | 119..| 120. | 138 | 149

7 | 138 | 163 | 325 | 541 | 427 | 214 | 107 52 | 30




Set Cumulative Frequency

Less than 59.5 | 0
>69.5

>79.5

>89.5

>99.5

>109.5

>119.5

>129.5
>139.5
>149.5

Theordcronl is -z &-:)9 500 ,s0 O lies in the 3¢k class.

Hence,

N _
0, =a+{A 1L =795+ZR=20

le

The order of 0 is = 200=1500 , 50 0, lies in the Sth class.

Hence,

Sf1] -
3 ‘1!, _ 1500 ~1167), 1 __
e — : "995+[‘__—1 =y 67]10—103.78kg

3n

D, =P, =a+ 10 -1 L=’79.5+[
3=%30
fD3

600 -301
. 325

O5n

10=88.7kg

MBn_ . _ o
o5 =a+190 11z =ll9.5+[w]10=127.891<g.

P95 110




W Advantages of Quartiles, Deciles and Percentiles:
(i) These averages can be directly determined in case of open end class
intervals without knowing the lower limit of lowest class and upper limit of
the largest class.
(it) These avuiges can be calculated edsily in absesce of some data in a
series. )
(iii). These, Avmg&s are helpful m the calculaion of measures of
dispersion.
(iv) These averages are not aff:cted-very mnd: Yy the extreme items.
(v) These averages cani be located graphically.

= Disadvantages of Quardks, Deciles and Percentiles: ‘
(i) These averages are-not easily understood by a common man. These are

. not well defined and easy to calculate. : « Sy
(ii) These averages are not based on all the observations of a series.
(iii) These averages cannot be computed if items are not given in ascending
or descending order.

(iv) These averages are affected very much by the fluctuation of sampling.

Exercises:
{. Calculate mean of the following data.

94,3,2,5,3,4,5,1,7,3,2,1
b) 30, 70, 10, 75, 500, 8, 42, 250, 40, 36
¢) 35, 46, 27, 38, 52, 44, 50, 37, 41, 50

2. Fmdﬁemmofﬁrsthevmnumbem
3. Find m, G.M; H.M, median and mode of following

a)
X : 5 : 6

7 |1, |4

b)




4. Find mean, G.M, H M, median and mode of following data.

Marks 20 30 40 50 60

No.Of | 8 | 12 | ‘20 | 10 6
Students 8=
5. Find mean, G.M, HM, median and mode of following

cl 0-10 | 1020 | 20-30 | 3040

Frequency | 6 - | 16 77 2

6. Find mean, G.M, HM, median and mode of following data.

G [ 2025 | 25-30 | 3035 | 35-40 | 4045 | 45-50

Frequency | 10 2 ] 8 | 20 | 1 4

7. Find AM, G.M, H.M, median and mode of following data.

Cl 1020 | 2040 | 40-70 [ 70-120

Frequency kS 10 26 8

8. Find the missing frequencies from the data given below if méan is 60.

-

Marks 50 55 60 65 70 | Total
No. Of ? 20 25 ? 10 100
Students _

9. Find the missing frequencies from the data given below if mean is 60.
Marks 60-62| 63-65 |. 66-68 69-71 72-74
No. Of Students 15 54 ? 81 24




10 In a class of 60 students 10 have failed with an average mik of 15. If the total
marks of all the students were 1800, find the average marks of those who have

passed?
11. The mean of 10 observations is 10 dnd the sum of firstfour observations is 10.
Tind the 5® observation. ‘

12. The numbers 3,5,7 and 4 have frequencies x, (x+2), (x-2), (x+1) respectively. If
the arithmetic mean is 4.424. Find the value of x. '

13.Find the G.M of
a. 3,6,24 and 48 __
b. = 2574,475,5,0.8,0.08,0.005,0.009 .
c.  510,200,12375,2575 '

14. Find the G.M following data.
[ Marks 10 |20 [30

fad_" %

No. Of 12 11§ 25
| Students

15. If mean and G.M of two numbers are 12.5 and 10 respectively. Find those

numbers.
16. 1f mean and GM of two numbers are 10 and 8 respectively. Find &;ose

numbers.
17. Find the HM of 34,12

18. Find HM of —,—,=,=.=
56789

19. Calculate median, quatiles, 5* decile and 45* percentile of itie following
a. 391, 591, 407, 384, 1490, 2488, 672, 522,753, 777
b. 31, 28, 49, 57, 31, 56, 27, 49
¢. 16,14, 1511, 13,10, 10,9,7,7,4;3,2, 1




20. Find D, Pes for the following data
10,20, 25,30, 35, 40, 50, 55, 60 _

21. Find three quartiles..D; . Ps. Pag from the following data.
i ¥ T 10320° [“26-40 | “40-70 | 70-120

Erqguenc.y 4 i0 26 8

22. Find three quartiles, ©; , Qs, D2, Ps, Py of following data.
Marks 10] 20 | 30 | 40 | 50

o No. Of Students | 12 15 25 10 6

23.What is median class and modal class?

24. Mean of the 10 observations is 20. If each observation is increased by 5 what is

the mean of the resultant series?
25. Mean of the 5 observations is 10. If each observation is doubled then what i

the mean of the new series.

26.The GM and HM of two observations are respectively 18 and 10.8. Find the
27.The arithmetic mean of 10 observations is 72.5 and the arithmetic mean of 9
observations is 63.2, find the value of 10® observation.




CHAPTER (3)

Measures of Variation




Contents.

Variation
* Common Measures of Variation
B Rmc and Inter quartile range
- Vammce
Stalulanf Deviation

- Coefficient of Variation

W Variation: in a data set is the amount of difference between data values. In a data
set with little variation (i.c. 3, 3, 4,4, 4,4, 4, 4, 5, 5, 5), almost all data values-would be
close to one another. The histogram of such'a data set would be namrow and tall. In a
data set with.a great deal of variation (ie. 1,2,3, 5, 6, 6,7, 8, 8, 9, 10), the data values .
would be spread widely. Thehnstognmofthlsdatasctvmuldbelowandw:de Just as
thmmmanymemmofcenmwnumcyonocauonmmmmmymw
spread or vaniability.

B Common Measures of Variation:

A measure of central tendency gives us a typical value that can be used to describe the
whole set of data,-but using it we lose all the-information sbout how the ataivds
clustered or spread. We will introduce five measures of variation — —range, Inter quartile
mnge,vamnce,mndarddmaummdcoeﬁczeniofvmamnthatwﬂlngemsome

indication of data scatter,

B Range For ungrouped data:
The range is the difference between the largest and smallest data values in a data set.

Range = (highest value-Jowest valuc) |

_l Range For gmuped data: the range is the difference betwem the hngbcst class
boundary and the lowest boundary.




Example 1
a) Find the range of the data: 1, 5, 2, 12,3, 3, 19
b) Find the range of the grouped data
Class ~10-14 15-19 20-24
| Frequency 12 18 7

Solution
a) Therange=19-1=18
b)

Class ~

10-14 (9.5+14.5)2=12
15-19 (14.5+19.5y2=17
20-24 (19.5+24.5)12=22

25-29 (24.5+29.5y2=27

The range = 27-12=15.

W Inter quartile range
Inter quartile range=0, -0,
where 0, ,Qz,Qsde called quartiles which divide the data (which have been ranked,

i.e. arranged in order).into four equqi parts. Morgover,
Q2 isthe:_nedianoftbewholcsetofdata,

Q] is the median of the tower half,
Q_3 is the median of the upper half.

L] Quard_le deviation

D= 2;-21)

2




Example 2
Find the inter quartile range of
11, 17, 18, 20, 28, 13, 29, 25, 27, 16, 19, 34, 32,33, 30
Solution
Rearranging the data into ascending order:
11, 13, 16, 17, 18, 19, 20, 25, 27, 28, 29, 30, 32, 33,34

- Therankonl,

i =%(15)=3.7's

Qlislocatcd atthe 3 +1=4"term
) .'.Ql 17
- Therankons,

i =%(15)=11.2s

Qs located at the 11+ 1 = 12% term
2.Q5=30
The inter-quartile range=Q, -0, =13.
Example 3
Find the inter quartile range of

-a)l 3 3 5
b))l 3 3 5

Solution
a) n =9 (is odd)
- Therankof O,
i =59)=225
O, is located at the 2 + 1 = 4® term
.‘.QI =3




- Therankof @,
i =%(9)=6.75
O, is located at the 6 + 1 = 7% term
0, =8 o
The inter-quartile range=0, -Ql”=3,

b)  n=8(is even)

Ql =Sizeof L%l)tk item of the series

=Sizeof —2(8:1 thitem of the series

=Sizeof 225thitem of the series

= size of {Second item + 0.25('1"hird‘;item - Second item)}
=3+025(5-3)=3+0.5=3.5.

. n+l), .
0y = Sizeof —r-th item of the series

=Sizeof 3(8: /] th item of the series

=Sizeof 6.75h itemof theseries
= size of {Six item + 0.75(Seven jtemn - Six item)}
=7+0.75(7-6)=7+0.75=T7.75.

The inter-quartile mnge=Q3 -0,= 7.75-3.5=4.25.
The inter-quartile range is good for skewed distributions.




Example 4
The following Table shows the marks of 100 students
mark | 60-69 | 70- 80- 90- 100- 110-

10 17

fi |1z |8 14 |16
Find the inter-quartile range.
Solution:

Cumulative Frequency
F,

0

12

20

34,
50

60 g

88
95
100

The order of O, is 7+ =190 _ ies i
ro Ql is 2 y -25,soQl lies in the 34 class.

Hence,

n I

fQI st ——34_20J10.=83.0714




The order on3 is 37"-2%9_75 ) Q3 lies in the 5tk class.

Hence,

In

Q3 =a+-4—211 =109.5+ 77_6060 10=118.324
Q3

The inter-quartile range=Q3 —_Ql =118.324-83.0714=35.2526.

R Variance _
The variance is the average of the squared differences between each data value and the
mean. Vanance is useful for comparing variability in two data sets. The formula for
the variance is different depending on whether we are treating the data as a population
or as a sample. Specxﬁcally
- If we treat the data as a populatmn we use the number of observations, ¥, in the
denominator.
If we treat the data as a sample, we divide by the number of observations rnmus 1
in the denominator

W Variance for ungrouped data: SuppOsc that @ data set of n sample
measurements X eX grerX gy with mean x. Then the sample variance x? for an

ungrouped data is

B

si=i=l

- Ifx),x,,...,x 5; is the whole population with mean 4, then variance ois
2

L
R

B Variance for grouped data: Suppose that a data set of » sample measurements




XX 90X n with mean ¥ is grouped into k classes in a frequency table, where x . is a

midpoint and f ; is the frequency of the i-th class interval. Then the sample standard
deviation s for a grouped data is

is the whole population with mean x, then population variance o is

2
% xi"ﬂ)ff

ok
o’ N ,I.V ;‘E]fi '

Ifx],xz,...,xN

Example 5
Fxﬂxd the variance of the samiple x= {50, 60, 70, 80, 90, 100}

Sqluﬂon

X x -i‘)z
50 25 625
60 225
70 1 125
80 25
90 225
100 25 625
I(x-%)=0 T(x -i)z =1750

s
22z 1150 g0




f.n sample
d data: Suppose that a data set.0
® Standard deviation for unaroul’e Then the sample standard deviation s for a

MeAsUTemEnts X,,X 5,..-,%  With mean x.
ungroupeddnnls

.E xi -x_
i e
‘ gl plation standard
i ] ith mean u, then pop
If XgsX peesX pr 18 the whole population with meanx

deviationo is

N 2

B Standard deviation for grouped ddta: Suppose that a data set of n sample
measurements x,,X,,..,x, with mean x is grouped into & classes in a frequency
table, where X is a midpoint and f is the frequency of the i-th class mte:rval Then the
sample standard deviation 5 for a grouped data is

E X _I) f k
,n-=i)_:_lf ;

i
n-1

lfxl,xz,..-,xN is the whole population with mean 4, then population standard deviation o is

Y 2
pA -#) 1,

N




Example

6

The following table represents the different marks obtained by ¥ students: 33, 42, 51,
59, 67, 75, 83. Find the standard deviation of the marks.

Solution

The mean is x =

deviation is :
= Lfa3_ 2 N 2 ’
a_\/7((33 58.57)% +(42-58.57)% +...+(83-58.57)% ) aa3.87.

33+42+51+59+67+75+83 _ 410

7

7

Example 7 '
The following data is given. Find the variance.

~58.57, and the standard

Class

0-10

10-20

- 20-30

40 -50

7

- 10

20

40,

10

Solution:

Of course, it is unnecessary to do everything in the table below, but you should know

how to do the problem using both computational and definitional formulas.

2

class

/i

e

{(x -x)

 (xi%)

-200

i (= -%)
4000

0-10

50

10-20

300

-200

20-30

1000

0

30-40

700

200

450




_ szgyi xiz_ﬁz _746(”—"“25)2 _]2‘m
- 99

=3 100-1 =121.21212.

.'x —-X :
Orusingthedeﬁnitionalformula.vz-zj;("il ) =12:900=121.21212.So

s =121.21212 =11.0096 and.C‘ - JL%Lom

Example 8
Consider the following sample |
~ Class | 05-1.5 | 1.5-2.50 | 2.5-3.50
T f 1 0 1
a) Calculate the variance and standard deviation
b) Calculate the inter quartile range
Solution:

class - X

05-15
1.5-25
25-35
35-45

- .
s —3-2

n-1___ 3 .
¢ =-Jvaniance =+/2 =1.414."

- Calculate the inter quartile range
For the first quartile position =%(n +1)=0.25(5)=1.25. This location is above 1 and

below 2, 50 use the class 25 to 3.5. Then, we find - O, = z.s+[&(l‘”'—‘.]1 =25




LR 1 TN

For the third quartile 2(n +1)=0.75(5)=3.75. This location is above 2 and below 4,

so use the class 3.5 t0 4.5. Then, we find Q3 =35 +[0'75(24 ~2]l=4.0 A

IOR =03-01=4.0-2.5=15.

W The coefficient.of variation
- Measure of Relative Variation
It is sometimes expressed as a percentage
Shows Variation Relative to Mean
Used to Compare 2 or More Groups
_It is the ratio of the sample standard deviation.to the sample mean. The
formula for the coefficient of variation (C.V) is:

cy =(-;=)x100% for a sample and CV -(%}:IOO"/. for a population.

Where ¥ = the mean of the sample, x= the mean of the pepulation
s = the standard deviation of the sample,
o= the standard deviation of the population

Example 9 ,

Calculate the coefficient of variation for the price of 400 g cans of pet food, given that
the mean is 81 cents and 5 = 6.77 cents. Interpret the results.

Solution

cy -100(%)%
X

L (67TY,
-mo( . ]/.

=8.36%

This means that the standard deviation of the price of a 400g can of pet food is 8.36%
of the mean price.




Exercises

L

fficient of variation, the
t of ungrouped sample data:

coefficients of skewness and kurtosis for each se
a. 1,272)3:3’3':3'4’4’5 =
b. 1,1,1,1,2,3,4,5,5,5

For the following sample of tén ungrouped Mieasirenieniz a9 17
' - ) 1574,2,3; -
a. Find the standard deviation, 2,35,3,1,6,423
b. How many measurements lie within one standard deviation from the mean
c. How many measurements lie within two standard deviations —— mea;x,

. Find the mean and standard deviation of tne followihg sample data set

The grade-level reading scores from a test given toranidomly sample of 12 students
are

91111151012 12 138 7 13 12

. Find the range, IQR, standard deviation, the coefficient of variation and the

coefficients of skewness and kurtosis for e set ot grouped sample data:

Interval. - 0535 | 3565 6.5-9.5 9.5-12.5

Frequency 2 5 7 1

If a distribution has negative skewness, in:what order (lowest to highest) will the
averages be? |

A) mean, mode, median
B) mean, median, mode
C) mode, median, mean
D) median, mode, mean :

5. A distribution with positive kurtosis has than a normal distribution.

A) more cases in the centre and fewer in the tails
B) fewer cases in the centre and more in the tails

6. The coefficient of is a measure of the shape of a distribution.

.A) skewness

B) kurtosis

C) both skewness and kurtosis
D) neither skewness nor kurtosis




CHAPTER (4)

Correlation and Simple

Regression




Contents.

Coefficient of Correlation

Pearson Correlation Coefficient Formals
Spearman Correlation Coefficient
Simple Linear Regression Model

What is the relationship between two variables?
The strength of the linear relationship between two variables is called the coefficient of

correlation, 7. ;
Correlation= direction and styength of relationship between two va.mblrs t
B Properties of Coefficient of Correlatien
r can renge from -1.0 to +1.0
The sign.of r tells you whether the relationship between X and Y is a positive
(direct) or a negative (inverse) relationship.
Positive (+r) = As X goes up, ¥ goes up
Negative (-r) = As X goes up, Y goes down

. -

SCATTERPLOTS & CORRELATION

C’oml.-llo- - imdieates » reintionship (counection) between
mnllﬂ'qhtl.

- --' 1-




B Pearson Correlation Coefficient Formals

’_covmianoeofX and Y

variance of X and Y
Or

e Sx-E)y-F)
JEG -2 Zo -7

Or
ZXJ; —ZLZ.Z.

T 2
Jo- 222
Or, equivalent
nrLXY -XXXYY

Jrzx -2 mzy 2-ar )

Example 1

If you have n=8, XX = 38 XY =35 XX'=240 X¥'=193 XXY=209comm
Pearson correlation coefficient

Solution

r=

e nZ XY -LXZY
X 2@ ansy 27 )
. 8(209)~(38)35)
840687 1809%)-(5)°)
. 1672-1330
~ Jas0-144ay1544-1225)
342
" J@Te619)
(342 =342 geqg

= fstaaa 3896717
“There is a significant linear relationship between X and Y.
Example 2 ¢
Find the Pearson correlation coefficient usmg trie following infprmation
Sx=80 XF=1148 _X=69 B/ =8I5 Sy=624n=7

53




Try -2ELY.

;Fom _n

2 2

szz_@:) }[zyz_gz;ngz J
624-@)7§6—5’)

) 2 2
%148——(8—?—][815—!6—?’?—]

____i6asT1 164571
J(233.714)y(134.857) 171533 ~

0.927

Example 3
If X is the area planted and ¥ is the quantity of the meat, find the coefficient of
correlation between X and Y .

X|305 (313 (297 (289 233 (214 |240 |217
Y |592 (603 662 |607 (635 |699 |719 |747

Solution
F=2% 2108 o5,
n 8

(x -7

1722.25
245025 |-
112225
650.25"
930.25

.2450.25
552.25
2162.25

0




$(x -F)2 =12040 , T(y —7)? =23850 , £(x ~X)y —y)=-13528
Then, the coefficient of correlation is '

o ZE-EXy-F)
K-z -7)
~13528

= 1204023850
__ -13528
(109.727X154.434)
o _ -13528
T16945619 ° S
There is negative correlation between X and ¥

One can use the formula

Ty - ZXEY.

n :

Ai‘.x 2_@x) :)2.][2}}' 2 .,._SZ.ZL. = 2]

r=

x y xy x? ¥

305 592 1805¢0 93025 . 350464

313 603 188739 97969 363609

297 662 196614 88209 . 438244

289 607 175423 83521 368449

233 635 147955 54289 403225

214 699 149586 45796 488601

240 © 719 172560 57600 516961

217 747,. 162099  |. 47089 . | 558009

2108 | 5264 . 1373536 . | 567498 3487562

3 x=2108 , 3y="5264, ¥ xy=1373536 Tx* = 567498 and ¥ yZ =3487562,




¢ (2108)(5264)
8

; 2 } 2
‘{567498—(3-'%82-][3487562— 5224) }

__ -13528 13528
J(12040)(23850) 16945.619

which gives the same results.

137353

=-0.798,

B Spearman Correlation Coefficient

Spearman’s r is a statistic for measuring the relationship between two variables. ltis a
nonparametric measure that avoids assumptions that the variables have a straight line
relationship and can be used when one or both meastires are measured on an ordinal
scale_ It can have any value between ~1 and +1. A value of 0 indicates no relationship
and values of +1 or 1 indicate a one to one relationship between the variables or

‘perfect correlation’.

1. Rank both sets of data. The highest value is ranked first. Had there been two
or three countries with the same value, they would have been given equal
ranking (eg. 1, 2, 3.5, 3.5 [3.5 is themean of 3 and 4], 5, 7, 7, 7 [7 is the mean of
6,7, and 8], 9, 10.

. Calculate the difference, or “d”, between the two rankings. Notethatms
possible to get negative answers.

. Calculate “d2™ , to eliminate the negative values.

. Addup(Z)the d? values
. You are now in a position to calculate the correlation coeﬂicxent or“ rs ”, by

using the formula:

—1— 6x2;d2

(O 2

re= spearman rank,
n = number of samples
¥d 2 = sum of the difference between rank of the vatues of each matched pair.

Example 4
Calculate spearman's rank correlation coefficient of the following data.
X 125 |80 |9 |65 ]30 134 |54 |16 |64

Y 109 j76 |101 |77. 127 |142 (76 [12 |80




.-'-o:ho a,
al

0= S | W (N E
| >

v

Ol

-
.
.

' 6x3d2
Ve =1= —%——
R i) P

6x35°
11(:12-1)
237

mmbﬁnﬂwwgmm:sammmwwmmdm&dm
Example 5 4
‘I'hcm-'kxofIZpupilsmStamncsandCalcnlmmysm'asfollo

Statistics () | 15 [ 16 [ 19 |17 |17 |15 |18 | 16| 18 | 18 | 14
Calculus (¥),.[-10 | 12 | 12-( 13 L 11.[ 9 | .11 | 13| 11 A2 8

Calculﬁcspwmu snnkmlanoncoefﬁment.
Solution
I-‘uxtwemmtnnkthedam:
Statistics

19=1

18= 2+33+4 al

17 =%(5 +6) =55
16=%(7+8) =175
15=%09+10) =95
14=11 .
10=12

Calculus
13=%{142)=1.5

=]~




2= %(3+4+5) =4

1= «]3;(6+7+8)='?

10=9
9=10
8§=11
T=12

Statistics, x

15

16

19

17

17

13

18

16

18: ¢ -,

18

14

10

.8 = .-_ﬁzﬁ--_-]_ 6xlw
5 n(n?-1) 12(22-1)

654 _,_ 654
12044-1)  12x143

654 _177 _
-l-m—ml-()ﬁl‘}
Scme positive carrelation between the Statistics and calculus resuits.
Example 6 ~ ‘
These are the marks obtained by 8 pupils in a Maths and Physics. Caiculate
Spearman’s coefficient of rank correlation.

=]-

Maths (x) 67 42 85 51 39 97 81

Physics () | 70 | 59 | 71 | 38 [.55 62 | 80




' 2
63.d 6x32
7, =l—-——22——' =]- = -0.2539
T TR
Spearman’s coefficient of rank correlation is — 0.25.

Example.7 , i .
In a $tudy of the relationship between level education (X) and income (Y) the following

data was obtained. Find the relationship between them and comment.

10 10 15 50

d=x-y

25 T 2 4
10 . @ 0.5 0.25
8 . 5.5 | 3025
10 -2 - 4
15 ~ ~ 05 | 025
50 : - 5 25
60 - 0.5 | 025

yd? =64

.V2 T i )
o1 6Zd° _, 6x64 _ 45
(S 7 J

Comment:
There is an indirect weak correlation between level of education and income.

m Regression Analysis: is a stn‘ﬁstical procedure used to fmd relationships among a
set of variables. In negmssmu analysis, there is a dependent variable (x), which is the

59




one you are trying to explain, and one or more in‘gependent variables (y) that are
related to it. The equation that describes how y is Telated to x and an error term is
called the regression model. You can express the relationship as a linear equation
(simple linear regression model), such as:
y=8+pBx+¢,

y 1is the dependent variable

x is the independent variable

5, and A are called parameters of the model and ¢ is a random variabie called the

error term. -

£, is a constant

B, is the slope of the line

The simple linear regression equation is: £ (y)=7= /§0+ [irx
P Graph of the regression equation is a straight line.

- ﬁo is the y intercept of the regression line.

,5’1 is the slope of the regression line.
- E(y)=J is the expected value of y for a given x value.
E(y)

w line -
4«‘/

7 s

is positive

Regression line |

.

Slope A




For every increase of 1 in x , changes by an amount equal to 5.

The output of a regression is a function that predicts the'dependesit variable based
v on values of the independent variables.

¢ uaple regression fits a straight line to the data.

The observation is denoted by v and the prediction is denoted by ¥ .

& is the prediction error.

][f%ly‘ }

W Interpreting the Estimates of B and B, in Siupkauchgn.m’on ._
- Intercept: ﬂo representsthepndi_cted value of y when x = 0.

- Slope: ‘BI represents the increase (or decrease) in v for every 1-unit increase in x.

Example 7
Calculate the regression line equation of y on x for the following data.

x i 2 3 4 5 -
Yy 1 1 2 2 4




15

y

ny—

{ ’;,f;J(

5]
n-l 1 : 37 115!!10!

ﬂ]L—I’
.

_11

2%,

l=l i

=70
< trS) |

By=7-BF =2-(.79)(3)=-.1o

y ==0.14+0.7x




Example 8
From the following data:
1- Find the coefficient of correlation and plot the scatter plot of the data.
2- Write the equation of the line of regression with x = number of absences and y =
final grade.
3. Use this equation to predict the expected grade for a student with
(a) 3 absences (b) 12 absences

Absences x 8 12 - 15
Final Gradey | 78 ‘ 85 73

Solution

Final Grade
j?§§%%¥##§§¥4-

xly‘
78 624

92 184
90 450
58 696
43 645
74 666 81

81 486 36

516 3751 579 -

nLXy—LXLY
Jrsx 2-@ ) Iz y 2 -Ey)]

Pearson Correlation Coefficient: r =




_ 7(3751)~(57)(516)
JI7(579)~(57)*)[7(39898)—(516)*]

__ 3155
V80413030

=-0.975

Now the regression line equation of y on x:

n Z X, ¥;= )'3 y —
Srm e

i=l

y=20=n7147 =2 =143,

n

=§- ﬂ]x =73.714-(-3.924)(8.143)=105.667

The regression equation for number of times absent and final grade is:
y =105.667-3.924x

z}. 3 absences

y =-3.924(3) + 105.667 =
b) 12 absences

93.395

¥y =~3.924(12) + 105.667 = 58.579




Exercises

1.  The grades of a class of 9 students on a midterm report (x) and on the final
examination (y) are as follows: ; :

Cx |77 50 71 T2 81 94 9% 99 6
y |82 66 78 34 .47 8 99 99 68

(a) Find the equation of the regression line.

(b) Estimate the final examination grade of a student who received a grade of
85 on the midterm report but was ill at the time of the final examination.

() From the following information draw a scatter diagram and ‘draw the
regression line of best fit.

Volume of sales (thousand units) 5 6 7 8 9 10

Total expenses (thousand $) 74 77 82 .8 .92 95
(b) Wbatwillbethetotalacpmseswhenthevolmofsalcsis?,soomts?
{c) If the selling price per unit is $11, at what volume of sales will the total
income from sales equal the total expenses? ‘
Comxtzmdinterpntthecarehﬁonmefﬁdmtfmtbefolbwingptdu,ofﬁ
students selected at random. L
Math. grade |70 92 80 74 65 8
English grade ‘74 84 63 8 18 %

Thefoﬂowingublebelowshowsamﬁc-ﬂowhﬂexmdmemmedsiucosts
hmspeclofcig!nsu'vieeshﬁa_:sofABCGnaguUd.

SiteNo.  Traffic-flow Site cost (in 1000)
index

100 100
110 115

119 120
AL - 140

123 135

127 . ~ 175

130 210.

132 . 200

0O~ AWV HE WN -

(8) Calculate the coefficient of correlation for this data.
(b) 'Calcnhw&eeoeﬁcientofmkoorrelaﬁm




Hypothesis Testing




1. Sampling
s in statistics, estimating the properties

of a large population from the properties of a sample of

individuals chosen from that population, 1S co-n51dered in this
ample of 7 observations BT ST, o

i S
ection. Select at random a :
" From these »n observations you can

m a population. e e e
taken fro pap ber of statistical quantities, for

calculate the values of a num
1 X. If you choose another random

example the sample meat : :
he same population, a different value of

sample of size n from t :
the statistic will, in general, result. In fact, if repeated random

One of the major problem

samples are taken, you can regard the statistic itself as a
random variable, and its distribution is called the sampling

distribution of the statistic.
For example, consider the distribution of heights of all adult

men in England, which is known to conform very closely to the
normal curve. Take a large number of samples of size four,
drawn at random from the population, and calculate the mean
height of each sample. How will these mean heights be
distributed? We find that they are also normally distributed {
about the same mean as the original distribution. However, a
random sample of four is likely to include men both above and
below average height and so the mean of the sample will deviate
if:s;rcn)r'tt:st true mean less than a single observation will. This
general result can be stated as follows:

If random s .
mean is uam:r:fis of size n are taken from a distribution whose
sample means f whose standard deviation is p, , then the

orm a distribution with mean o émd standard

deviation o, = %
\/’I




The standard deviation of the sample mean, o, defined above, is
usually called the standard error of the sample mean.

Let us now present three worked examples.

Ex 5.

A random sample is drawn from a population with a known
standard deviation of 2. Find the standard error of the sample

mean if the sample is of size (i) 9, (i) 100.
What sample size would give a standard deviation equal to 0.5?

Using the result stated earlier
@) standard deviation = o, = 2= =-=0.667
Jn

(i) standard deviation =g, =& = =02
n

1 If the standard error equals 0.5, then %:0.5
n

Squaring then implies that 2 _025 orn=16,
n

(i.e. the sample size is 16).

Ex 6.

The diameters of shafts made by a certain manufacturing
process are known to be normally distributed with mean
2.500cm and standard deviation 0.009 cm. What is the
distribution of the sample mean diameter of nine such shafts
selected at random? Calculate the percentage of such sample
means which can be expected to exceed 2.506 cm.

Solution:
S'inCS: tt.le process is normal we know that the sampling
distribution of the sample mean will also be normal, with the

same mean, 2.500cm, but with a standard error (or standard

deviation) o, == =29 _0.003 cm.

yn 9




_ ility that the sample ;
te the probability e § Mear
i Ordi; trcl) 2cgg:6ul?§ X >2.506, we standardise in the ugyg) wal;
bigger a . 9 =¢

—

Y =25 , and then

Zet—

by putting Z =603

X -25 M):P(z >2)
P(X >:z.506)=x”('0"_0‘03—> 0.003

=1-P(Z £2)

=1-0.9772=0.0228

Hence, 2.28% of the sample means can be expected to exceed
2.506 cm.

It was stated above that when the parent distribution is normal
then the sampling distribution of the sample mean is also
normal. When the parent distribution is not normal, then obtain
the following theorem (surprising result?):

2- Central limit theorem.

;if;ta.brar%dom sample of size n; (n > 30 ); is taken from ANY
Samrll'utxon. WI.th Mean 4, and standard deviation o, , then the
Piing distribution of X is approximately normal with mean

#.and standard deyiatinn O, :
lation ot the approxi

n mation improving as

increases.




Ex 8.

It is known that a particular make of light bulb has an average
life of 800 hrs with a standard deviation of 48 hrs. Find the
probability that a random sample of 144 bulbs will have an
average life of less than 790 hrs

Solution:
Since the number of bulbs in the sample is large, the sample

mean will be normally distributed with mean = 800 and

18 Lo\
standard error 0== —=1. Pt 7 =

X \m

T-m ™

1
=P(Z <-25)=PI>15), by smmetny
=1-P(Z<25)=1- 093 = 00002

P(X <790)=P

To conclude thisseetion the main estls concerming the istribivn o thesample mean ¥ are summarised.

1

Consider a parent population with mean pry and standard deviation 0. From this popul ation take a

X
random sample of size n with sample mean ¥ and standard emor oy /yn. Defe 7= ———= /ﬂ\ then
ax/yn




Ex 9.
n a certain chemical is to be

f measurements on randomly
hemical and using the sample

te the true percentage. From previous experience

ements of this type arc known to have g

standard deviation of 2 %. Hf)w. many measgremen.ts must be
made so that the standard deviation of the estimate 15 less than
w of 45 measurements IS found to be

0.3%? If the sample mean
12.91%, give a 05% confidence interval for the true percentage,

ge Of copper i

estimated DY takin.g.a series O
chosen small quantities of the ¢

The percenta

w.

Solution:

Assume that n measurements are made. The standard error of

the sample mean is ( 72_—)%. For the required precision require
R

0.3 0.9

2 . *
—<03,1.e. n >(—2—) :-4—=44,4_

B

Since n must be an integer, at least 45 measurements are
necessary for required precision.

Wi .
th;g:: sample of 45 measurements, you can use the central limit
m and take the sample mean percentage W to be

distri '
ibuted normally with mean « and standard deviation 7—%'

Hence if o i =
» II @ 18 the frue percentage, it follows that =z v =
2

is distri . Jas
stan d;rlglgsd as N(0, 1).. Since 95% of the area under the
rmal curve lies between Z = —1.96 and Z = 1.96
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W-w

2/V45

P (—1.96 <

< 1.96) =0.95.

2 2
Re-arranging, we obtain P [ I —1.96 (—) <w<W+196 (—)) =0.95.
: ( Vi VE)) T

Hence, the 95% confidence interval for the true percentage is

(12.91 - 1.96(0.298), 12.91 + 1.96(0.298)) = (12.33, 13.49).

To complete this section we define the sample variance.

Def. Given a sample of 7z observations

X,, X;, . .., X, the sample variance, S? is given by
SR Y

S22 = g( - ) , where X denotes the sample mean.

In ouridiscussion of confidence intervals for the mean it

was assumed that the population variance 9 was known.
What happens when this it is not known? For samples of

size n > 30, a good estimate of ¢ is obtained by
calculating the sample variance S* and using this value.

(For small samples, n < 30, need to use the t-distribution —
not considered in this module).

3. Hypothesis testing

An assumption made about a population is called a
statistical hypothesis. From information contained

in a random sample we try to decide whether or not the
hypothesis is true:

if evidence from the sample is inconsistent with the
hypothesis, then the hypothesis is rejected;

if the evidence is consistent with the hypothesis, then the
hypothesis is accepted.

The hypothesis being tested is called the null hypothesis
(usually denoted by H,) — it either specifies a particular
value of the population parameter or specifies that two or
more parameters are equal.

-72-




A comtossy ssmerpten, S e L o
Ea.l;:%e;lé?;rf I;ial,}n?;?gl sf E::l;e null hypothesis is Hg: 4, =4, .
Then three alternative hypotheses are

(i) H,: s > o CGF) H g, < poy Q) H,: s g
one-sided (or one-tailed,

d (ii) are said to be :
and (ii) sided (or two-tailed, see

Types (1) 6b) — type (iii) is two-

see figure
ficure 6a).
a test is a decision to choose H, or H,. This

The result of _
rtainty, and two types of error

decision is subject to unce
are possible:

(i) a type I error occurs when we reject Hy, on the basis of

the test although it happens to be true — the probability of
this happening is called the level of significance of the test

and this is prescribed before testing — most commonly

chosen values are 5% or 1%.

(ii) a type II error occurs when you accept the null
hypothesis on the basis of the test although it happens

to be false.

The above ideas_ are now applied to determine whether or
not the mean, X, (?f a sample is consistent with
a specified population mean " 4,. The null hypothesis is

Ho:p, = pyand a suitable statistic to use is Z oA — , where

x

Jn

o2
*1is the standa iati . :
size of the Sam;ﬂa‘dewatlon of the population and n is the

Find the ran
ge of values of Z for whi thesis
would be accepted — known as ;cxplfingge BRI

region for the test — d
: ne — depe .
signl cance level and thlza, éli?c?i(?;l;g]e pre-determined
- Iil-

Corres i ; :
. ponding range of values of Z for which H, is rejected

1.8, 1
( not accepted) is called the rejection region.
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Ex 10.

A standard process produces yarn with mean breaking
strength 15.8 kg and standard deviation 1.9 kg. A
modification is introduced and a sample of 30 lengths of
yarn produced by the new process is tested to see if the
breaking strength has changed. The sample mean breaking
strength is 16.5 kg. Assuming the standard deviation is
unchanged, is it correct to say that there is no change in

the mean breaking strength?
Solution:

Here H,: 1, =t Hy P H # thos
where z, =158 and g, is the mean breaking strength for the

new process.

. _,\ = a - . ‘ . =xF -
If Hy is true (ie. jox = po), then Z = ; i IE has approximately the N(0, 1) distribution. where X is the
U.\', \.i"n

mean Breaking strength of the 30 sample values and n=130.
At the 5% sienificance level there is a rejection region of 2.5% in each tail. as shown in figure 6a (since, under

Hy,

P(Z < -196)= P(Z > 196)=1- P(Z < 196) =1~ $(1.96) = 0025,  ie. 2.5%).

This is an example of a two-sided test leading to a two-tailed rejection region.

rejection 4cp_mnce rejection
region region region
| '

slos -1.96 0 196 2io8
£ . !
Figure 6a

The test is therefore:  accept Ho if ~1.96 < Z < 1.96,  otherwise reject.
165158 ‘

From the data, 7 = ——— = 2.018. Hence, Hy is rejected at the 5% significance level: i.e. the
1.9//30 :

evidence suggests that there IS a change in the mean breaking strength.
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w consider a slightly differently worded question

Let us no

Suppose the modifi
increase the strength of t
Hy: i = HFoy H,: p > Ho
and H, is rejected if the value of Z is unreasonably large
the test is one-sided and acceptance and

In this situation
tion regions at the 5% significance leve]

(one—tailed rejec
=
acceptance rgjection
region \fegion

are shown below.
1
0 L6+ 30,

Figure 6b

cation was Speciﬁcally designed so
he yarn. In this case St

At 5 % significance 1 : .
ofh i sejict: e level, test is accept H, if Z < 1.64,

From earlier w = ;
5 rejoctd ork Z = 2.018 and again the null hypothesis

on the form of
significan, levgl(,)]th the alternative hypothesis and the




gxample 11:

Blood glucose levels for obese patients have a mean of 100
with a standard deviation of 15.

A researcher thinks that a diet high in raw cornstarch will
have a positive or negative effect on blood glucose levels.
A sample of 30 patients who have tried the raw cornstarch

diet have a mean glucose level of 140. Test the hypothesis

that the raw cornstarch had an effect, «=0.05.

Solution:
H,: =100,
H,: u=100

we usetwo tailed test " }f '

\
(24
£ -0.025 \ e
> SR ——

~Zo.025™ 9% s

X —py _140-100 _,

S 1530

Z =14.6is greater than Z ;s =1.96.

Z =

Sowe reject the Null hypothesis H ,,
and accept the Alternative hypothesis /7.

-76-
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t student’s distribution

Introduction
i small, and the standard deviation
Wwhen known it is normal to use the

ggsill}fbgt?i%ﬁlaof the t statistic (also known as the t score),
whose values are given by:

X — i
Y

"

Where ¥ is the sample mean, /& is the population mean, s

is the standard deviation of the sample, apd.n is the
sample size. The distribution of the t statistic is called the

t distribution or student’s t distribution.

I =

Example 12:

The maker of a certain model car claimed that his car
averaged at least 31 miles per gallon of gasoline. A sample
of nine cars was selected and each car was driven with one
gallon of regular gasoline. The sample showed a mean of

29.43 miles with a standard deviation of 3 miles. &« =0.05
What do you conclude about the manufacturers claim?

Solution:
Hy: pp=31,

H, : pe 31

o058 =1.86
then do not reject H,

D

And




Example 13 :

ve a factory for car batteries, the owner of the
%f ‘zgr?fa%hinks that the average age of these batteries is 36
ag»nths In order to test of this claim, a random sample of
lfé} battéries was selected and measured the age in months,

as follows: ,

576 128.7 [34.7 129 [22.9 [29.6 [29.4 [30.2 [36.5 [ 34.7 |

average age of these batteries

Do these data show that the
as less than 36 months?

Solution:
o1z =36,

H,: (£ <36

X —
5

N~

rz =10 <30, /JU=36

o

S |
= =30.33 T

1 0 -q-..-.-._-g.u:-ﬂ-—nm-—..,a-n‘.‘n-.;-—-‘im-_--._-n-r Bt e

_t(0.01,9)= - 2.821

2(}(: —_—X.r_)z

z —1

=4.011

we have :

r(gs 0-01): 2.821

t = —4.47 <= —2_.821
So we reject H, ,and acceptr H,
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Standard Normal Cumulative Probability Table

Cumulative probabilities for NEGATIVE z-values are shown in the following table:

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
-3.4 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0002
-3.3 0.0005 0.0005 0.0005 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0003
-3.2 0.0007 0.0007 0.0006 0.0006 0.0006 0.0006 0.0006 0.0005 0.0005 0.0005
-3.1 0.0010 0.0009 0.0009 0.0009 0.0008 0.0008 0.0008 0.0008 0.0007 0.0007
-3.0 0.0013 0.0013 0.0013 0.0012 0.0012 0.0011 0.0011 0.0011 0.0010 0.0010
-2.9 0.0019 0.0018 0.0018 0.0017 0.0016 0.0016 0.0015 0.0015 0.0014 0.0014
-2.8 0.0026 0.0025 0.0024 0.0023 0.0023 0.0022 0.0021 0.0021 0.0020 0.0019
-2.7 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028 0.0027 0.0026
-2.6 0.0047 0.0045 0.0044 0.0043 0.0041 0.0040 0.0039 0.0038 0.0037 0.0036
-2.5 0.0062 0.0060 0.0059 0.0057 0.0055 0.0054 0.0052 0.0051 0.0049 0.0048
-2.4 0.0082 0.0080 0.0078 0.0075 0.0073 0.0071 0.0069 0.0068 0.0066 0.0064
-2.3 0.0107 0.0104 0.0102 0.0099 0.0096 0.0094 0.0091 0.0089 0.0087 0.0084
-2.2 0.0139 0.0136 0.0132 0.0129 0.0125 0.0122 0.0119 0.0116 0.0113 0.0110
-2.1 0.0179 0.0174 0.0170 0.0166 0.0162 0.0158 0.0154 0.0150 0.0146 0.0143
-2.0 0.0228 0.0222 0.0217 0.0212 0.0207 0.0202 0.0197 0.0192 0.0188 0.0183
-1.9 0.0287 0.0281 0.0274 0.0268 0.0262 0.0256 0.0250 0.0244 0.0239 0.0233
-1.8 0.0359 0.0351 0.0344 0.0336 0.0329 0.0322 0.0314 0.0307 0.0301 0.0294
1.7 0.0446 0.0436 0.0427 0.0418 0.0409 0.0401 0.0392 0.0384 0.0375 0.0367
-1.6 0.0548 0.0537 0.0526 0.0516 0.0505 0.0495 0.0485 0.0475 0.0465 0.0455
-1.5 0.0668 0.0655 0.0643 0.0630 0.0618 0.0606 0.0594 0.0582 0.0571 0.0559
-1.4 0.0808 0.0793 0.0778 0.0764 0.0749 0.0735 0.0721 0.0708 0.0694 0.0681
-1.3 0.0968 0.0951 0.0934 0.0918 0.0901 0.0885 0.0869 0.0853 0.0838 0.0823
-1.2 0.1151 0.1131 0.1112 0.1093 0.1075 0.1056 0.1038 0.1020 0.1003 0.0985
-1.1 0.1357 0.1335 0.1314 0.1292 0.1271 0.1251 0.1230 0.1210 0.1190 0.1170
-1.0 0.1587 0.1562 0.1539 0.1515 0.1492 0.1469 0.1446 0.1423 0.1401 0.1379
-0.9 0.1841 0.1814 0.1788 0.1762 0.1736 0.1711 0.1685 0.1660 0.1635 0.1611
-0.8 0.2119 0.2090 0.2061 0.2033 0.2005 0.1977 0.1949 0.1922 0.1894 0.1867
-0.7 0.2420 0.2389 0.2358 0.2327 0.2296 0.2266 0.2236 0.2206 0.2177 0.2148
-0.6 0.2743 0.2709 0.2676 0.2643 0.2611 0.2578 0.2546 0.2514 0.2483 0.2451
-0.5 0.3085 0.3050 0.3015 0.2981 0.2946 0.2912 0.2877 0.2843 0.2810 0.2776
-0.4 0.3446 0.3409 0.3372 0.3336 0.3300 0.3264 0.3228 0.3192 0.3156 0.3121
-0.3 0.3821 0.3783 0.3745 0.3707 0.3669 0.3632 0.3594 0.3557 0.3520 0.3483
-0.2 0.4207 0.4168 0.4129 0.4090 0.4052 0.4013 0.3974 0.3936 0.3897 0.3859
-0.1 0.4602 0.4562 0.4522 0.4483 0.4443 0.4404 0.4364 0.4325 0.4286 0.4247
0.0 0.5000 0.4960 0.4920 0.4880 0.4840 0.4801 0.4761 0.4721 0.4681 0.4641



Standard Normal Cumulative Probability Table

Cumulative probabilities for POSITIVE z-values are shown in the following table:

N

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5239 0.5279 0.5319 0.5359
0.1 0.5398 0.5438 0.5478 0.5517 0.5557 0.5596 0.5636 0.5675 0.5714 0.5753
0.2 0.5793 0.5832 0.5871 0.5910 0.5948 0.5987 0.6026 0.6064 0.6103 0.6141
0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517
0.4 0.6554 0.6591 0.6628 0.6664 0.6700 0.6736 0.6772 0.6808 0.6844 0.6879
0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224
0.6 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549
0.7 0.7580 0.7611 0.7642 0.7673 0.7704 0.7734 0.7764 0.7794 0.7823 0.7852
0.8 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133
0.9 0.8159 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389
1.0 0.8413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554 0.8577 0.8599 0.8621
1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 0.8830
1.2 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015
1.3 0.9032 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131 0.9147 0.9162 0.9177
1.4 0.9192 0.9207 0.9222 0.9236 0.9251 0.9265 0.9279 0.9292 0.9306 0.9319
1.5 0.9332 0.9345 0.9357 0.9370 0.9382 0.9394 0.9406 0.9418 0.9429 0.9441
1.6 0.9452 0.9463 0.9474 0.9484 0.9495 0.9505 0.9515 0.9525 0.9535 0.9545
1.7 0.9554 0.9564 0.9573 0.9582 0.9591 0.9599 0.9608 0.9616 0.9625 0.9633
1.8 0.9641 0.9649 0.9656 0.9664 0.9671 0.9678 0.9686 0.9693 0.9699 0.9706
1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0.9744 0.9750 0.9756 0.9761 0.9767
2.0 0.9772 0.9778 0.9783 0.9788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817
2.1 0.9821 0.9826 0.9830 0.9834 0.9838 0.9842 0.9846 0.9850 0.9854 0.9857
2.2 0.9861 0.9864 0.9868 0.9871 0.9875 0.9878 0.9881 0.9884 0.9887 0.9890
2.3 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916
2.4 0.9918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931 0.9932 0.9934 0.9936
2.5 0.9938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948 0.9949 0.9951 0.9952
2.6 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0.9962 0.9963 0.9964
2.7 0.9965 0.9966 0.9967 0.9968 0.9969 0.9970 0.9971 0.9972 0.9973 0.9974
2.8 0.9974 0.9975 0.9976 0.9977 0.9977 0.9978 0.9979 0.9979 0.9980 0.9981
2.9 0.9981 0.9982 0.9982 0.9983 0.9984 0.9984 0.9985 0.9985 0.9986 0.9986
3.0 0.9987 0.9987 0.9987 0.9988 0.9988 0.9989 0.9989 0.9989 0.9990 0.9990
3.1 0.9990 0.9991 0.9991 0.9991 0.9992 0.9992 0.9992 0.9992 0.9993 0.9993
3.2 0.9993 0.9993 0.9994 0.9994 0.9994 0.9994 0.9994 0.9995 0.9995 0.9995
3.3 0.9995 0.9995 0.9995 0.9996 0.9996 0.9996 0.9996 0.9996 0.9996 0.9997
3.4 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9998



Critical Values for Student’s ¢t-Distribution. ;

Upper Tail Probability: Pr(T > t)

df 0.2 0.1 0.05 0.04 0.03 0.025 0.02 0.01 0.005 0.0005
1| 1376 3.078 6.314 7916 10.579 12.706 15.895 31.821 63.657 636.619
2 | 1.061 1.886 2.920 3.320 3.896 4.303 4.849 6.965 9.925 31.599
3| 0978 1.638 2.353 2.605 2.951 3.182 3.482 4.541 5.841 12.924
4| 0941 1633 2132 2333 2.601 2.776 2.999 3.747 4.604 8.610
51 0920 1476 2.015 2.191 2.422 2.571 2.757 3.365 4.032 6.869
6 | 0.906 1.440 1.943 2.104 2.313 2.447 2.612 3.143 3.707 5.959
7| 0896 1.415 1.895 2.046 2.241 2.365 2.517 2.998 3.499 5.408
8 | 0.889 1.397 1.860 2.004 2.189 2.306 2.449 2.896 3.355 5.041

9 | 0.883 1.383 1.833 1.973 2.150 2.262 2.398 2.821 3.250 4.781
10 | 0.879 1.372 1.812 1.948 2.120 2.228 2.359 2.764 3.169 4.587

11 | 0.876 1.363 1.796 1.928 2.096 2.201 2.328 2.718 3.106 4.437
12 | 0.873 1.356 1.782 1.912 2.076 2.179 2.303 2.681 3.055 4.318
13 | 0.870 1.350 1.771  1.899 2.060 2.160 2.282 2.650 3.012 4.221
14 | 0.868 1.345 1.761 1.887 2.046 2.145 2.264 2.624 2.977 4.140
15 | 0.866 1.341 1.753 1.878 2.034 2.131 2.249 2.602 2.947 4.073
16 | 0.865 1.337 1.746 1.869 2.024 2.120 2.235 2.583 2.921 4.015
17 | 0.863 1.333 1.740 1.862 2.015 2.110 2.224 2.567 2.898 3.965
18 | 0.862 1.330 1.734 1.855 2.007 2.101 2.214 2.552 2.878 3.922
19 | 0.861 1.328 1.729 1.850 2.000 2.093 2.205 2.539 2.861 3.883
20 | 0.860 1.325 1.725 1.844 1.994 2.086 2.197 2.528 2.845 3.850

21 | 0.859 1.323 1.721 1.840 1.988 2.080 2.189 2.518 2.831 3.819
22 | 0.858 1.321 1.717 1.835 1.983 2.074 2.183 2.508 2.819 3.792
23 | 0.858 1.319 1.714 1.832 1.978 2.069 2.177 2.500 2.807 3.768
24 | 0.857 1.318 1.711 1.828 1.974 2.064 2.172 2.492 2.797 3.745
25 | 0.856 1.316 1.708 1.825 1.970 2.060 2.167 2.485 2.787 3.725
26 | 0.856 1.315 1.706 1.822 1.967 2.056 2.162 2.479 2.779 3.707
27 | 0.855 1.314 1.703 1.819 1.963 2.052 2.158 2.473 2.771 3.690
28 | 0.855 1.313 1.701 1.817 1.960 2.048 2.154 2.467 2.763 3.674
29 | 0.854 1.311 1.699 1.814 1.957 2.045 2.150 2.462 2.756 3.659
30 | 0.854 1.310 1.697 1.812 1.955 2.042 2.147 2.457 2.750 3.646

31 | 0.853 1.309 1.696 1.810 1.952 2.040 2.144 2.453 2.744 3.633
32 | 0.853 1.309 1.694 1.808 1.950 2.037 2.141 2.449 2.738 3.622
33 | 0.853 1.308 1.692 1.806 1.948 2.035 2.138 2.445 2.733 3.611
34 | 0.852 1.307 1.691 1.805 1.946 2.032 2.136 2.441 2.728 3.601
35 | 0.852 1.306 1.690 1.803 1.944 2.030 2.133 2.438 2.724 3.591
36 | 0.852 1.306 1.688 1.802 1.942 2.028 2.131 2.434 2.719 3.582
37 | 0.851 1.305 1.687 1.800 1.940 2.026 2.129 2.431 2.715 3.574
38 | 0.851 1.304 1.686 1.799 1.939 2.024 2.127 2.429 2.712 3.566
39 | 0.851 1.304 1.685 1.798 1.937 2.023 2.125 2.426 2.708 3.558
40 | 0.851 1.303 1.684 1.796 1.936 2.021 2.123 2.423 2.704 3.551

41 | 0.850 1.303 1.683 1.795 1.934 2.020 2.121 2.421 2.701 3.544
42 | 0.850 1.302 1.682 1.794 1.933 2.018 2.120 2.418 2.698 3.538
43 | 0.850 1.302 1.681 1.793 1.932 2.017 2.118 2.416 2.695 3.532
44 | 0.850 1.301 1.680 1.792 1.931 2.015 2.116 2.414 2.692 3.526
45 | 0.850 1.301 1.679 1.791 1.929 2.014 2.115 2.412 2.690 3.520
46 | 0.850 1.300 1.679 1.790 1.928 2.013 2.114 2.410 2.687 3.515
47 | 0.849 1.300 1.678 1.789 1.927 2.012 2.112 2.408 2.685 3.510
48 | 0.849 1.299 1.677 1.789 1.926 2.011 2.111 2.407 2.682 3.505
49 | 0.849 1.299 1.677 1.788 1.925 2.010 2.110 2.405 2.680 3.500
50 | 0.849 1.299 1.676 1.787 1.924 2.009 2.109 2.403 2.678 3.496

60 | 0.848 1.296 1.671 1.781 1.917 2.000 2.099 2.390 2.660 3.460
70 | 0.847 1.294 1.667 1.776 1.912 1.994 2.093 2.381 2.648 3.435
80 | 0.846 1.292 1.664 1.773 1.908 1.990 2.088 2.374 2.639 3.416
90 | 0.846 1.291 1.662 1.771 1.905 1.987 2.084 2.368 2.632 3.402
100 | 0.845 1.290 1.660 1.769 1.902 1.984 2.081 2.364 2.626 3.390

120 | 0.845 1.289 1.658 1.766 1.899 1.980 2.076 2.358 2.617 3.373
140 | 0.844 1.288 1.656 1.763 1.896 1.977 2.073 2.353 2.611 3.361
180 | 0.844 1.286 1.653 1.761 1.893 1.973 2.069 2.347 2.603 3.345
200 | 0.843 1.286 1.653 1.760 1.892 1.972 2.067 2.345 2.601 3.340
500 | 0.842 1.283 1.648 1.754 1.885 1.965 2.059 2.334 2.586 3.310
1000 | 0.842 1.282 1.646 1.752 1.883 1.962 2.056 2.330 2.581 3.300
oo | 0.842 1.282 1.645 1.751 1.881 1.960 2.054 2.326 2.576 3.291

60% 80% 90% 92% 94% 95% 96% 98% 99% 99.9%

Confidence Level

Note: t(00)a/2 = Za /2 in our notation.
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