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Linear Algebra

Linear Algebra:
Systems of Linear Equations:
Definition: The most general linear equation is a,x, +a,x, +...+a,x, =b where there
are n unknowns x,,x,,....x, and a,,a,,...,a,,b are all known numbers.

A system of linear equations is nothing more than a collection of two or more linear
equations. Here is a general system of m equations and » unknowns:
a, X, +a,x, +..+a,x, =b,

Ay X, +a,X, +...+a,x, =b,

aml‘xl + amZ‘xz tot amn‘xn = bm

In this system the unknowns are x,x,,...,x, and the a; and b, are known numbers.
The two matrices:

a,, a, ... a,, a, Q... a,, b

Ay Ay e a,, Ay, Ay e a,, b,
9

aml amZ """ amn aml amZ """ amn bm

are the coefficient matrix , the augmented matrix for the system respectively.
The solution set to a system with » unknowns x,,x,,....x, is a set of numbers ¢,,¢,,...,¢,

so that we set x, =¢,,x, =¢,,...,x, =t, then all of the equations in the system will be

satisfied.
Theorem: Given a system of m equations and » unknowns there will be one of three
possibilities for solutions of the system:
1. There will be no solution.
2. There will be exactly one solution.
3. There will be infinitely many solutions.
If there is no solution to the system we call the system inconsistent , and if there is
at least one solution to the system we call the system consistent.

Examples:
x+y=1
(1) The system of linear equations: d consistent; x=1,y=0.
x+8y=1
xX+y+2z=9
Also, the system of linear equations: 2x+4y—3z=1 consistent; x=1,y=2,z=3.
3x+6y—-5z=0
: : 3x—6y=1 :
(2) The system of linear equations: inconsistent.
2x—4y=5
x—=2y+3z=2

Also, the system of linear equations: 2x+3y—2z=5 inconsistent.
4x—y+4z=1
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The Row Reduction Algorithm:
= Interchange of any two rows.
= Multiplication of a row by a scalar.
= Addition of a multiple of one row to another row.
A matrix (any matrix) is said to be in reduced row-echelon form if it satisfies all four
of the following conditions:
(1) If there are any rows of all zeros then they are at the bottom of the matrix.
(2) If the row does not consist of all zeros then its first non-zero entryisa 1.
This 1 is called a leading 1.
(3) In any two successive rows, neither of which consists of all zeros, the leading 1 of
the lower row is to the right of the leading 1 of the higher row.
(4) If a column contains a leading 1 then all the other entries of that column are zero.

Examples:
1- The following matrices are all in reduced row-echelon form:

01 -2 01
1 00 4)(1 -7 10

00 0 1 3
01 0 7,0 0 O .

00 0 0O
0 01 5)0 0 O

00 0 0O

And the following matrices are not in reduced row-echelon form:
1 0 5\(1L 4 3 7)/(0 1 2 6 0

o1 3,01 6 2L,/0 01 -1 0}
0 0 1/J{0 01 5/{0 0 0 0 1
11 1 2
2-Putthematrix |2 1 1 3] in reduced row-echelon form.
3 2 -5 5
11 2y, (1 1 I2) (1 1 2y (1 1 1 2
1772 2 2773 (=1/T)ry
1 1 3|50 -1 -1 -I|—>|0 1 1 1| 5[0 1 1 N
3 2 -5 5)773l0 -1 -8 -1 0 -1 -8 -1 0 0 -7 0
12y (100 1\,.,.(1 001
2™ 372
I 1T 1|—>l0 1 1 1|01 01
010 0 01 0 0 01 o0

Remark: The rank of a matrix is the number of Ones in the principal diagonal of the
reduced matrix.
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v" To find the solution set to a system of linear equations:

we put the augmented matrix for the system in reduced row-echelon form, and write
the final reduced matrix as a system of linear equations, then we can get the values

of the unknowns (if the system consistent), that is called the Gauss-Jordan Elimination.
As it shown in the following examples:

Examples:

Use the Row Reduction Algorithm to put the augmented matrix in reduced row-echelon
form, then find the solution set for each of the following systems of linear equations:

xX+y+2z=9 x+y—-z=0 x, +5x, +4x; —13x, =3
(i) 2x+4y-3z=1  (ii) x—4y+2z=0 (iii) 3x, —x, +2x, +5x, =2
3x+6y—-5z=0 2x-3y+z=0 2x, +2x, +3x; —4x, =1
(i) We reduce the augmented matrix as follows:
11 2 9 1 1 2 9 1 1 2 9
—2nr+n, 1/2)r,
2 4 -3 1|50 2 -7 17| |0 1 -7/2 -17/2
36 -5 0)770 3 —11 -27 03 -11 =27
=3+ 1 2 9 “2p 1 1 2 9
>0 1 -7/2 -17/2|—>|0 1 -7/2 -17/2
0 -1/2 -3/2 0 0 1 3
(10 112 352\ (10 0 1
|01 -7/2 -17/2| —> |0 1 0 2
00 1 30 )7 o 0103
x=1
. y=2 (the system has unique solution).
z=3
(i) We reduce the augmented matrix as follows:
-1 0 -1 0 I 1 -1
*"1“’2 —ry+r (-1/5)r,
-4 2 0 3 0/—(0 -5 3 0|
102’1*’30—30 00 0 0
1 0 _2 0
I 1 -1 5
A
01—§o_>01—§0. x=2z,y=3z
0 0 0 O 00 0 O

z=0=>x=y=0, z=5=x=2,y=3,
Hence the system has more than one solution.
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(iii) We reduce the augmented matrix as follows:

1 5 4 -13 3 7%”21 5 4 -13 3 72@%1 5 4 -13 3
3 -1 2 5 2|>|0 -16 -10 44 -7/_>|0 0 O O 3
2 2 3 -4 1/7"lo -8 -5 22 -5 0 -8 -5 22 -5
The system has no solution; 0?7=3.
Exercises:

Use the Row Reduction Algorithm to put the augmented matrix in reduced row-echelon
form, then find the solution set for each of the following systems of linear equations:

—2x,+x,—x; =4 x+3y—-2z=0 X, +2x,+6x;, =4
(i) x, +2x,+3x, =13 (i) x—8y+8z=0 (i) 2x, +4x, +4x, =-1
3x,+x;,=-1 3x-2y+4z=0 —Xx, —2x,+2x, =8
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Vector(Linear) Space:
Def.: A nonempty set 7 ( on which addition and scalar multiplication are defined )
is called vector space or linear space over a field K if for u,v,weV ,l,uekK

the following two conditions are satisfied: (Du+velV Q)AuelV

beside the following properties:
(VA1) u+v=v+u

VA2) u+(v+w)=(u+v)+w

VA3) 30V ;0+u=u+0=u

VA4) YVueVI-ueV ,u+(—u)=(-u)+u=0

VM1) A(pae) = (Ap)u

VM2) lu=u ;1ek

VD1) A(u+v)=Au+Av

(VD2) (A+ w)u =Au+ tu

Solved Exercises:

Determine whether or not V' is a vector space? Give reasons for your assertion.

(i) V={(x,y):x,y e R} | (X, ¥)+(x0,0,) = (5 + X0, 0+ 3,) , k(x, y) = (2hkx,2ky).
v u=0xy),lu=1(x,y)=2x,2y)#u
.. V' is not vector space.
(i) V={x,y):x,yeR} () + (55 3,) =05 + ¥, 0+ X)), k(x, ) = (kx, k).
v (1L,0)+(0,)=(2,0), (0,1) + (1,0) = (0,2) ie. u+v#v+u.
.. V' is not vector space.
(iii) V ={(x,y) e R? :x =2} | (x,0)+(xp,0,) = (X, + X0, ¥ + ;) 5 k(x, ) = (kx, ky).
vV is not vector space ;(2,0)+(2,)=(4,1) gV .
(iv) V=4(x,y,2):x,y,z€ R} |
(X1, 21,2)) (X5, ¥,5,2,) = (X, + X5, ¥ + 5,2, + 2,) , k(x,p,2) = (kx, y,2).
u=(x,y,z) (A+mu=A+p)(x,y,2)=((A+ ©)x,y,2),
v Au+ g = (Ax, y,z) + (ux, y,2)= (A + p)x,2y,22)
ie.(A+ pu# Au+ pu.
.. V' is not vector space.
(v) V=A(x,y,2):x,y,z€e R} |
(X1, 215,2)) (X5, ¥,5,2,) = (X, + X5, 0, + 5,2, +2,) , k(x, p,2) = (kx,1 kz).
v u=(x,9,z),lu=1x,y,z)=(x1,z)#u
.. V' is not vector space.
(vi) V=1(x,y,2):x,y,z€ R} |

(X, 31,2 (x5, 1,,2,) = (X5, 0, + 3,,2,) 5 k(x,¥,2) = (kx, ky, kz).
v (1,2,3)+(4,5,6)=(4,7,6), (4,5,6)+(1,2,3)=(1,7,3) i.e. u+v#v+u.

.V is not vector space. [ Also (VA1),(VA3),(VA4),(VD2) x (verify that?) ]
(vii) V' ={(0,0,2):ze R} ,

(0,0,z,)+(0,0,z,) =(0,0,z, + z,) , £(0,0,z) = (0,0, kz).
v V is a vector space ; all conditions and properties holds.
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Subspaces:
Def.: Suppose that V' is a vector space and W is a subset of V. If, under the addition

and scalar multiplication that is defined on V', W is also a vector space then we call
Wis a subspace of V.

Theorem: Prove that a nonempty subset 7 of a vector space V' is a subspace of
if and only if the following two conditions: (i) u+veW , (ii) kue W Yu,v e W ,k scalar

are satisfied.

The proof:
(1) Suppose W be a subspace of V', the two conditions (i), (ii) are satisfied from the

definition of a subspace.
(2) Suppose the two conditions: () u+veW , (ii) ku e W Yu,v e W ,k scalar

are satisfied,

we prove that 7 is a subspace of V' as follow:

the properites (VA1),(VA2),(VM1),(VM2),(VD1),(VD2) are true simply based on the fact
that 17 is a subset of 7, we only need to verify (VA3),(VA4):

From the condition (if) ku e W Yu eW ,k scalar put k=0=ou=0eW YueW ,and

put k=—1=(-u=-ueW YueW , therefore W is a subspace of V.

Examples:
(1) Let W ={(a,b,c)e R® :b=2a}.|s W a subspace of a vector space R’?

v Itis shown that W c R* ,
(i) let (a,,b,,¢)).(a,,b,,c,)eW = b, =2a,,b, =2a,
~(a.,b,,c)+(a,,b,,c,)=(a, +a,,b, +b,,c,+c,)eW ; b +b, =2(a, +a,).
(ii) let (a,b,c)eW ,kscalar = b=2a
- k(a,b,c) = (ka,kb,kc) e W ; kb=k(2a).
. W is a subspace of a vector space R’.
(2) Let W ={(a,b,c)eR*:ab=0}.|s W a subspace of a vector space R’ ?
v W is not subspace of a vector space R’;
(1,0,1),(0,1,1) e W ,but (1,0,1)+ (0,1,1) = (L,1,2) g W .
Exercises:
1- Let W ={(a,b,c)e R’ :b=0a’}.|s W a subspace of a vector space R’?

0
2-let W= {(b g} ra,be R}.|s W asubspace of a vector space M, ,(R)?

3-Let W={4eM,,(R)|4=0}.1s W asubspace of a vector space M,,(R)?
(Give reasons for your assertion).
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Linear Combinations:
Def.: We say the vector u from the vector space V' is a linear combination of the
vectors v,,v,,...,v,, all from V', if there are scalars c,,c,,...,c, so that u can be written

u=cyv t+c,v,+...+c,v,.
Example: Verify that the vector u =(9,2,7) is a linear combination of the vectors
v, =(1,2,-1),v, =(6,4,2), but the vector w=(4,-1,8) is not a linear combination of them.
v Let u=cy, +c,v, ;c,c, scalars.
9,2, =¢c,(1,2,-1) + ¢, (6,4,2)
9=c, +6c,,
©2=2¢, +4c,,
7=—c, +2c,

We reduce the augmented matrix | 2 4 2} as follows:
9
2

-1 2 7
16 9, (1 6 9 (16 Sy, -3
2 42/ 5|0 -8 —-16| |0 1 _)012
-1 2 7)) {0 8 16 0 8 16)°2"1lo 0 0
c,=-3,c,=2 , . u=-3v,+2v,.

Similarly, let w=c,v, +¢c,v, ;¢,,c, scalars.
(4-18)=c¢,(1,2,-1) + ¢, (6,4,2)

4=c, +6c,,
S—1=2c, +4c,,
8=—c, +2c,
1 6 4
We reduce the augmented matrix | 2 4 -1 as follows:
-1 2 8
1 6 4 1 6 4 1 6 4

27+ 17
2 4 -1|_5 o -8 9|50 8 9,
-1 2 8)7 (0 8 12 0 8 12
i.e. ¢, +6c,=4,8c,=9,8c,=12 (¢, =777).
Hence the system of these equations has no solution.
-.w=(4,-1,8) is not a linear combination of the vectors v, =(1,2,-1),v, =(6,4,2).
Exercise: Verify that the vector(0,—-3,1) is a linear combination of the rows vectors
1 20
ofamatrix |2 1 1], butis not a linear combination of its columns vectors.
3 31
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Linear Dependence & Linear Independence:
Def.: Let V be a vector space over a field K .The vectors v,,v,,...,v, €V are said to be

linearly dependent over K if there exist scalars c,c,,...,c, € K not all of them 0, such
that c,v, +c,v, +...+c,v, =0. Otherwise, the vectors are said to be linearly independent
overK (i.e. ¢v,+c,v, +..4+4¢c,v, =0=>¢,=0,c,=0,...,c,=0).
Aset S ={v,v,,...,v, } of vectors is linearly dependent if the vectors v,,v,,...,v, are
linearly dependent, otherwise S is linearly independent.
Example: The set S, = {v,,v,,v,} ; v, =(2,-1,0,3),v, = (1,2,5,-1),v, = (7,-1,5,8)
is linearly dependent in R*,
and the set S, = {v,,v,,v,} ; v, =(1,0,1,2),v, =(0,1,1,2),v, =(1,1,1,3)
is linearly independent in R*.
v Let ¢v, +¢,v, +¢,v, =0,
“(2,-1,0,3) + ¢,(1,2,5,-1) + ¢,(7,-1,5,8) =0
2¢, +¢c, +7¢, =0,

. —¢ +2¢c,—¢c;=0,
- 5¢, +5¢; =0,
3¢, —¢c, +8c; =0.
We reduce the augmented matrix:
2 1 7 0 1 0 30

1 2 -10l2]o1 1 0

verify that?
0 5 5 0|0 o o of (VeTythat?)
3 -1 8 0 0000

e =-3c;,c,=—cy.
Hence the system of these equations has more than one solution.
¢, =1=¢, =-3,c,=-1, So S, is linearly dependent.
Similarly, ¢,(1,0,1,2)+¢,(0,1,1,2)+¢;(1,,,1,3) =0
¢, +c; =0,
. ¢, +c;=0,
. ¢, +c¢, +c; =0,
2¢, +2¢, + 3¢, =0.
We reduce the augmented matrix:

1010 100 0
01 10[2/010 0

verify that?
L1102l o 1 of Werythat?)
22 30 000 0

e =c,=c;=0

So S, is linearly independent.
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The Null Space & The Column Space of a Matrix:
Def.1: Suppose 4 is an mxn matrix.The null space of 4 is the setofall x in R”
such that AX =0. ( we denote the null space of a matrix4 by N(A4) )

Examples:

1 01
(1) Determine the null space of a matrix 4={0 1 1].
1 11
1 010
v We reduce the augmented matrix |0 1 1 0} as follows:
1 110
10107“%1010%%10107r310107w 0 00
0110|—>/01 1 0/—>|01 1 0/l>/0110—>|0100
1 110 01 00 00—10} 001 0/%0 01 0
x, =0,
Sox, =0,
x;=0
= N(A)={0}.
1 0 1
(2) Determine the null space of a matrix 4 —[2 1 0
311
1 010
v"We reduce the augmented matrix |2 1 0 0} as follows:
3110
1 01 0 anen, 0 1 42”31 0 1 0
2100/ 501 -20—>5|01-20
311 0)7 01 -2 0 [0000
x, +x;, =0, X, ==Xy,
T x, =2x,=0 X, =2x,
S N(A) ={(x,,x,,x;) =x,(-L,2,1): x, e R}.
1 20
(3) Foramatrix 4={2 1 1]:
3 31

vV N(A) ={(x,,x,,x;)=x,(-2,1L3): x, € R} (verify that?).
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Def.2: Suppose 4 is an mxn matrix. The column space of A is the set
B={(b,b,,....b, )} = R" such that AX =B.
( we denote the column space of a matrix4 by C(4) )

Examples:
I 1 2
(1) Describe the column space of a matrix 4={2 1 3.
3 25
1 1 2 b
v We reduce the augmented matrix |2 1 3 b5, | as follows:
3 25 b3
L12 by, (112 e b,
21 3 b| |0 -1 ~-1 b 2b1_)0 b, —2b,
325 b)) 0 -1 -1 b,-3p, [ Obbbl
5 C(A)={(b,b,,b;)e R’ :b, =b, +D, }.
1 2 -1
(2) Foramatrix 4= 2 4 -2
-4 -8 4
v C(A)={(b,,b,,b;) e R’ :b, =2b,, b, =—4b,} (verify that?).
1 -2 0 0
Exercises: For a matrix 4={0 1 3 2].
2 -5 -3 =2

(i) Determine the null space N(4).
(ii) Describe the column space C(A).
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Exercises:

1- Verify that {(1,2,1),(2,9,0),(3,3,4)} is linearly independent in R’.

2- Verify that {(1,3,-1),(2,0,1),(1,-1,1)} is linearly dependent inR’.

3- True or False (explain): If {v,,v,,v,} is linearly independent, then so is

Vv +v,, v, +v, +v, ).

4-Let S={v,,v,,v;,...,v,} be a set of nonzero vectors such that v,-v,=0Vi=;.

Verify that S is linearly independent.
Ve, +¢,v, +¢3v; +...+¢,v, =0 we need to prove that ¢, =¢, =¢, =...=¢, =0:

v,.(cv, +c,v, ey, +.tcv) = clvl2 =0= ¢, =0 ;vl2 #0,

v,.(c,v, +c,v, +evy +.tc v, ) = czvz2 =0=¢,=0 ;vz2 #0,

v,.(cv, +c,v, +ev, +ote, ) =c3v32 =0= ¢, =0 ;v32 #0,and,soon ...

v .(cv, +c,v, +ev, +tcev,) = cnvn2 =0=c¢,=0 ;vn2 #0.

. § is linearly independent.

5- Show that the vectors v,,v,,...,v, are linearly dependent iff one of them is a linear

combination of the others.

v'The proof:
For suppose, say, v, is a linear combination of the others:

vV, =y eV, +te v e, Vi, ety

i+17i+1

Loyt tote, v (=D, +c v,

+.+cyv, =0,

i+1
where the coefficient of v, is not 0; hence the vectors are linearly dependent.
Conversly, suppose the vectors v,,v,,...,v, are linearly dependent, then:

eV eV, +ote, v, ey, e +..+c,v, =0

j+1vj+1

SLmCV,ECV F eV, ke, v, tC, v, Hatc, v, ,Where ¢, 0

Jj+l n'n

W, +...+(C-"*1 W+ (W et (

c.f“ cn

Cy
W,
_c.

j j j ¢

. ¢

SV =) +(
—¢ . . . .

i.e. one of the vectors is a linear combination of the other vectors.

v/(see: Theorem 5.1 page # 87_ Lipschutz-LinearAlgebra.pdf)!".
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