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Chapter 10

Separation Axioms

INTRODUCTION

Many properties of a topological space X depend upon the distribution of the open sets
in the space. Roughly speaking, a space is more likely to be separable, or first or second
countable, if there are ‘“few” open sets; on the other hand, an arbitrary function on X to
some topological space is more likely to be continuous, or a sequence to have a unique limit,
if the space has “many” open sets.

The separation axioms of Alexandroff and Hopf, discussed in this chapter, postulate
the existence of “enough” open sets.

T:-SPACES

A topological space X is a Ti-space iff it satisfies the following axiom:

[T:] Given any pair of distinct points «,b € X, each belongs to an open set which does
not contain the other.

In other words, there exist open sets G and H such that
acEG, beG and beH, o€ H

The open sets G and H are not necessarily disjoint.

Our next theorem gives a very simple characterization of T;-spaces.

Theorem 10.1: A topological space X is a Ti-space if and only if every singleton subset
{p} of X is closed.
Since finite unions of closed sets are closed, the above theorem implies:
Corollary 10.2: (X, T) is a Ti-space if and only if T contains the cofinite topology on X.
Example 1.1:  Every metric space X is a T,-space, since we proved that finite subsets of X are

closed.

Example 1.2:  Consider the topology T = {X, @, {a}} on the set X = {a,b}. Observe that X is the
only open set containing b, but it also contains a. Hence (X, T) does not' satisfy
[T], ie. (X,T) is not a T;-space. Note that the singleton set {a} is not closed
since its complement {a}¢ = {b} is not open.

Example 1.3:  The cofinite topology on X is the coarsest topology on X for which (X,T) is a
T,-space (Corollary 10.2). Hence the cofinite topology is also called the T';-topology.

HAUSDORFF SPACES

A topological space X is a Hausdorff space or Ts-space iff it satisfies the following
axiom:

[T:] Each pair of distinct points a,b € X belong respectively to disjoint open sets.
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In other words, there exist open sets G and H such that

ec€G, beH and GNH =0

Observe that a Hausdorff space is always a Ti-space.

Example 2.1:

We show that every metric space X is Hausdorff.

Let «,b € X be distinct points; hence by [M,] d{(a,b) = ¢ >> 0. Consider
the open spheres G = S(a, l¢) and H = S(b, ), centered at ¢ and b respec-
tively. We claim that G and H are disjoint. For if p € G N H, then d(a,p) < 1e
and d(p,b) < Le; hence by the Triangle Inequality,

d(a,b) = d(a,p) +d(p,b) < L+ Le = Ze
But this contradicts the fact that d(a,b) = e Hence G and H are disjoint, i.e.

a and b belong respectively to the disjoint open spheres G and H. Accordingly,
X is Hausdorff.

We formally state the result in the preceding example, namely:

Theorem 10.3: Every metric space is a Hausdorff space.

Example 2.2:

Let T be the cofinite topology, i.e. T¢-topology, on the real line R. We show that
(R, T) is not Hausdorff. Let G and H be any non-empty T-open sets. Now
G and H are infinite since they are complements of finite sets. If GNH = @,
then G, an infinite set, would be contained in the finite complement of H; hence
G and H are not disjoint. Accordingly, no pair of distinct points in R belongs,
respectively, to disjoint T-open sets. Thus T,-spaces need not be Hausdorff.

As noted previously, a sequence {(ai,az, ...) of points in a topological space X could,
in general, converge to more than one point in X. This cannot happen if X is Hausdorfl:

Theorem 10.4: If X is a Hausdorff space, then every convergent sequence in X has a
unique limit.

The converse of the above theorem is not true unless we add additional conditions.

Theorem 10.5: Let X be first countable. Then X is Hausdorff if and only if every con-
vergent sequence has a unique limit.

Remark: The notion of a sequence has been generalized to that of a net (Moore-Smith
sequence) and to that of a filter with the following results:

Theorem 10.4A: X is a Hausdorff space if and only if every convergent net in

X has a unique limit.

Theorem 10.4B: X is a Hausdorff space if and only if every convergent filter

in X has a unique limit.

The definitions of net and filter and the proofs of the above theorems lie
beyond the scope of this text.

REGULAR SPACES
A topological space X is regular iff it satisfies the following axiom:

[R] If F is a closed subset of X and p € X does not belong to F, then there exist disjoint
open sets G and H such that F C G and p € H.

A regular space need not be a Ti-space, as seen by the next example.

Example 3.1:

Consider the topology T = {X, @, {a}, {b,c}} on the set X = {a,b,c}. Observe
that the closed subsets of X are also X, ), {¢} and {b,c¢} and that (X,T) does
satisfy [R]. On the other hand, (X, T) is not a T;-space since there are finite sets,
e.g. {b}, which are not closed.
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A regular space X which also satisfies the separation axiom [T:], i.e. a regular
T.-space, is called a Ts-space.

Example 3.2: Let X be a Tj-space. Then X is also a Hausdorff space, i.e. a To-space. For let
a,b € X be distinet points. Since X is a T;-space, {a} is a closed set; and since
a and b are distinct, b & {a}. Accordingly, by [R], there exist disjoint open sets
G and H such that {¢} CG and b€ H. Hence a and b belong respectively to
disjoint open sets G and H.

NORMAL SPACES

A topological space X is normal iff X satisfies the following axiom:

[N] If F\ and F are disjoint closed subsets of X, then there exist disjoint open sets
G and H such that F, C G and F, C H.

A normal space can also be characterized as follows:

Theorem 10.6: A topological space X is normal if and only if for every closed set F
and open_ set H containing F there exists an open set G such that
FcGcGCH.

Example 4.1: Every metric space is normal by virtue of the Separation Theorem 8.8.

Example 4.2:  Consider the topology T = {X, @, {a}, {b}, {a,b}} on the set X = {a,b,ec).
Observe that the closed sets are X, @, {b, ¢}, {a,c} and {¢}. If F, and F, are dis-
Jjoint closed subsets of (X, T), then one of them, say F;, must be the empty set Q.
Hence ) and X are disjoint open sets and F; C @ and Fy, C X. In other words,
(X, T) is a normal space. On the other hand, (X, T) is not a T;-space since the
singleton set {a} is not closed. Furthermore, (X, T) is not a regular space since
a & {c}, and the only open superset of the closed set {¢} is X which also contains a.

A normal space X which also satisfies the separation axiom [T:], i.e. a normal T:-space,
is called a Ti-space.

Example 4.3: Let X be a Ty-space. Then X is also a regular T;-space, i.e. Ty-space. For sup-
pose F' is a closed subset of X and p € X does not belong to F. By [T,], {p} is
closed; and since F' and {p} are disjoint, by [N], there exist disjoint open sets
G and H such that FC G and p € {p} C H.

Now a metric space is both a normal space and a Ti-space, i.e. a Ty-space. The follow-
ing diagram illustrates the relationship between the spaces discussed in this chapter.

Topological spaces

T,-spaces

Ty-spaces (Hausdorff)

T3-spaces (regular T, -spaces)

T4-spaces (normal T'|-spaces)

Metric spaces
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™~

URYSOHN’S LEMMA AND METRIZATION THEOREM

Next comes the classical result of Urysohn.

Theorem (Urysohn’s Lemma) 10.7: Let F; and F. be disjoint closed subsets of a normal
space X. Then there exists a continuous function
f:X~-10,1] such that

fIFi] = {0} and f[F:] = {1}

One important consequence of Urysohn’s Lemma gives a partial solution to the metri-
zation problem as discussed in Chapter 8. Namely,

Urysohn’s Metrization Theorem 10.8: Every second countable normal T -space is metriz-
able.

In fact, we will prove that every second countable normal Ti-space is homeomorphic
to a subset of the Hilbert cube in R™

FUNCTIONS THAT SEPARATE POINTS

Let o4 = {fi:i €1} Dbe a class of functions from a set X into a set Y. The class c4 of
functions is said to separate points iff for any pair of distinct points a,b € X there exists
a function f in <4 such that f(a) == f(D).

Example 5.1: Consider the class of real-valued functions
A = {fi(x) = sin®, fy(x) = sin 2x, f3(x) = sin 3z, ...}
defined on R. Observe that for every function f, € c4, £,(0) = f,(z) =0. Hence
the class o4 does not separate points.

Example 5.2: Let ((X, R) denote the class of all real-valued continuous functions on a topological
' space X. We show that if ((X, R) separates points, then X is a Hausdorff space.
Let a,b € X be distinet points. By hypothesis, there exists a continuous function
f: X >R such that f(a) # f(b). But R is a Hausdorff space; hence there exist
disjoint open subsets G and H of R containing f(a) and f(b) respectively. Accord-
ingly, the inverses f~![G] and f~1[H] are disjoint, open and contain a and b
respectively. In other words, X is a Hausdorff space.

——

We formally state the result in the preceding example.

Proposition 10.9: If the class C(X,R) of all real-valued continuous functions on a topo-
logical space X separates points, then X is a Hausdorff space.

COMPLETELY REGULAR SPACES
A topological space X is completely regular iff it satisfies the following axiom:
[CR] If F is a closed subset of X and p € X does not belong to F, then there exists a
continuous function f: X —[0,1] such that f(p) =0 and f[F]= {1}.
We show later that

Proposition 10.10: A completely regular space is also regular.

A completely regular space X which also satisfies [T:], i.e. a completely regular
Ti-space, is called a Tychonoff space. By virtue of Urysohn’s L.emma, a T.-space is a
Tychonoff space and, by Proposition 10.10, a Tychonoff space is a Tsspace. Hence a
Tychonoff space, i.e. a completely regular T.-space, is sometimes called a Tsw-space.

One important property of Tychonoff spaces is the following:

Theorem 10.11: The class ((X,R) of all real-valued continuous functions on a completely
regular T:-space X separates points.
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Solved Problems

T-SPACES

1.

Prove Theorem 10.1: A topological space X is a Ti-space if and only if every singleton
subset of X is closed.
Solution:

Suppose X is a T;-space and p € X. We show that {p}c is open. Let x € {p}c. Then x # p,

and so by [T;] -
3 an open set G, such that xE€EG, but p &G,

Hence xz € G, C {p}¢, and hence {p}c = U{G,:x & {p}¢}. Accordingly {p}c, a union of open sets,
is open and {p} is closed.

Conversely, suppose {p} is closed for every p&€ X. Let a,b€X with a+#b. Now
a*#b > b€ {a}c; hence {a}¢ is an open set containing b but not containing a. Similarly {b}c is an
open set containing a but not containing b. Accordingly, X is a T,-space.

Show that the property of being a T'i-space is hereditary, i.e. every subspace of a
Ti-space is also a Ti-space.

Solution:

Let (X,T) be a Ty-space and let (Y, Ty) be a subspace of (X, T). We show that every singleton
subset {p} of Y is a Ty-closed set or, equivalently, that Y \ {p} is Ty-open. Since (X,T) is a
T,-space, X \ {p} is T-open. But

pEYCX > YnEX\A{p) = Y\ {p}

Hence by definition of subspace, Y \ {p} is a Ty-open set. Thus (Y, Ty) is also a T;-space.

Show that a finite subset of a T:-space X has no accumulation points.

Solution:

Suppose A C X has n elements, say A = {a,...,a,}. Since A is finite it is closed and therefore
contains all of its accumulation points. But {as, ...,a,} is also finite and hence closed. Accordingly,
the complement {a,, ...,a,}¢ of {a,, ...,a,} 1is open, contains a;, and contains no points of A

different from a,. Hence a; is-not an accumulation point of A. Similarly, no other point of A is an
accumulation point of A and so A has no accumulation points.

Show that every finite Ti-space X is a discrete space.

Solution:
Every subset of X is finite and therefore closed. Hence every subset of X is also open, ie. X is a

discrete space.

Prove: Let X be a Ti-space. Then the following are equivalent:
(i) p € X is an accumulation point of A.
(ii) Every open set containing p contains an infinite number of points of A.

Solution:
By definition of an accumulation point of a set, (ii) = (i); hence we only need to prove that
(1) => ().
Suppose G is an open set containing p and only containing a finite number of points of A
different from p; say
B = (G \ {p}) n A = {a’l’ aZ’ ceey a’n}

Now B, a finite subset of a T;-space, is closed and so B¢ is open. Set H = G n B¢. Then H is open,
p € H and H contains no points of A different from p. Hence p is not an accumulation point of A

and so (i) = (ii).
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6. LetX be a Ti-space ang let B, be a local base at p € X. Show that if ¢ € X is distinct
from p, then some member of B, does not contain q. ’ . :

Solution:
Since p # q and X satisfies [T;], 3 an open set G C X containing p but not containing ¢q. Now
B, is a local base at p, so G is a superset of some B € B, and B also does not contain q. :
\ ’ -
Cou ‘
7. Let X be a Ti-space which satisfies the first axiom of countability. Show that if
p € X is an accumulation point of A C X, then-there exists a sequence of distinct
_terms in A converging to p. v R -
Solution: > )
Let B = {B,} :be a nested local base at p. Set B = By. Since p is a limit pom% of A B

(;ontalns a point a; € A different from p. By the precedmg problem,
3 Bi2 € B such that a1 & Bi2

—

Similarly Bi;’ contaiﬁs a point a, € A different from p and, since a; & Biz, different from a;. Again

“by the preceding problem, -
yHer g P 1B, €B suchthat ~ 0, &B

Furthermore, ay € B;

12: Ay e Bi $ Bi ) Bis
Contmumg in this manner we obtain a subsequence {BH’ ...} of B and -a sequence
(O, € az,i .y "of distinct terms in A with a; € Bl, as € B e But' {Bin} is also a nested local

base at p; hence (a,) converges to p.

HA/USDORFF SPACES
8. Show that the property of being a Hausdorff space is heredltary, i.e. every subspace
of a Hausdorff space is also Hausdorft.

Solution: ) §
Let (X,7T) be a Hausdorff space and let (Y, T{,) be a subspace of (X,T). Furthermore, let
a,b€Y CcX with @+ b. By hypothesis, (X, T) is Hausdorff; hence

-~

v 1GHET such that @¢€G, bEH and GNnH =@

By definition of a subspam NG and Y N H are T, open-sets. Furthermore,
P e€G €Y => a€YNG 7

bEH bEY > bEYNH
GRNH=0 > Fn®nNETnH =Yn(@GnH =Yng =0

(as indicated in the ciiagram below). Accordingly (Y, T,) is also & Hausdorff space.

9, Let T be the topology on the real line R generated by the open-closed intervals (a, b].
Show that (R, T) is Hausdorff. :

Solution:
Let a,b €ER with o+ b, say a<b. Choose G=(a—1,a] and H = (a,b]. Then

GHET, a€G b€H and GNH =@
Hence (X, T) is Hausdorff.
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10.

11.

Prove Theorem 10.4: Let X be a Hausdorff space. Then every convergent sequence
in X has a unique limit.
Solution:

Suppose (a;, a,, ...) converges to a and b, and suppose a+ b. Since X is Hausdorff, 3 open sets

G and H such that
a€EG, bEH and GNH =0

By hypothesis, (a,) converges to a; hence
I EN  such that =n>n; implies a, € G

i.e. G contains all except a finite number of the terms of the sequence. But G and H are disjoint;
hence H can only contain those terms of the sequence which do not belong to G and there are only a
finite number of these. Accordingly, (a,) cannot converge to &. But this violates the hypothesis;
hence a = b. ’

Prove Theorem 10.5: Let X be a first countable space. Then the following are
equivalent: (i) X is Hausdorff. (ii) Every convergent sequence has a unique limit.
Solution: .

By the preceding problem, (i) = (ii); hence we need only show that (ii) = (i). Suppose X is
not Hausdorff. Then 3 a,b €X, a+#b, with the property that every open set containing a has
a non-empty intersection with every open set containing b.

Now let {G,} and {H,} be nested local bases at ¢ and b respectively. Then G, N H, = ¢ for
every n € N, and so

A (ay, as, ...) such that a; €GN H;, a, € Gyn H,,

Accordingly, (a,) converges to both @ and b. In other words, (ii) = (i).

NORMAL SPACES AND URYSOHN'S LEMMA

12.

13.

Prove Theorem 10.6: Let X be a topological space. Then the following conditions are
equivalent: (i) X is normal. (ii) If H is an open superset of a closed set F, then there

exists an open set G such that Fc G c G C H.

Solution:
(i) = (ii). Let F C H, with F closed and H open. Then H¢ is closed, and F n Hc = (. But
X is normal; hence

3 open sets G, G* such that FcG, HoCcG¥ and GNG* = @
But GNG* =9 > GCGre and Hec G => G¥*cH
Furthermore, G*¢ is closed; hence F ¢ G c G C G*c C H.
(if) = (i). Let F, and F, be disjoint closed sets. Then F, C F5, and F‘; is open. By (ii),
3 an open set G such that F,.cGcGcF;
But GCF;, > F,cGe and GcG > GnGe =9

Furthermore, G¢ is open. Thus F; C G and F, ¢ G¢ with G, G¢ disjoint open sets; hence X is normal.

Let B be a base for a normal T,-space X. Show that for each G; € B and any point
P € G, there exists a member G; € ‘B such that p € G; C G..
Solution:

Since X is a T -space, {p} is closed; hence G, is an open superset of the closed set {p}. By
Theorem 10.6,
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14.

15.
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3 an open set G such that {p}cGcGc G,

Since p € G, there is a member G; of the base B such that p€ G;CG; so p€& (_}j c G. But
G C G;; hence p€ G, C G,

Let D be the set of dyadic fractions (fractions whose denominators are powers of 2) in
the unit interval [0, 1], i.e,,

D = {%7%’%’%’%%!%’%’-”’%7"-}
Show that D is dense in [0, 1].
Solution:
To show that D = [0,1], it is sufficient to show that any open interval (a—§, a+§) centered
at any point a € [0,1] contains a point of D. Observe that nlgr:o % = 0; hence there exists a

power q = 2% such that 0 < 1/q < §. Consider the intervals

ea il B2 ) 1]
Yq’ q’ql q)q! AR q b q ’ q ’

Since [0,1] is the union of the above intervals, one of them, say [i—%n, ﬁ;-—l] contains «a, i.e.

m_ _m+1 1

——. But = < §; hence
q q ¢ mn
a—-6<—q—fa<a+8

In other words, the open interval (a— 8, a+8) contains the point m/q which belongs to D. Thus
D is dense in [0,1].

Prove Theorem (Urysohn’s Lemma) 10.7: Let F; and F: be disjoint closed subsets of
a normal space X. Then there exists a continuous function f:X - [0,1] such that
f[Fl] = {0} and f[Fz] = {1}
Solution:

By hypothesis, F; N Fy = (0; hence F; CFj;. In particular, since F, is a closed set, Fg is an
open superset of the closed set F';. By Theorem 10.4, there exists an open set Gy,, such that

Fy C Gy C Gyyp C F5

Observe that Gy, is an open superset of the closed set F';, and F is an open superset of the closed
set G-l/g. Hence, by Theorem 10.4, there exist open sets Gy,4 and Gj,4 such that

Fy C Gy C Gyy C Gyp C Gy C Gyy C Gy C Fy
We continue in this manner and obtain for each t € D, where D is the set of dyadic fractions in
[0,1], an open set G, with the property that if ¢, €D and ¢, <t, then étl - Gtz.
Define the function f on X as follows:
inf{t:x€G} if x&F,
Hzy = .
1 if x€eF,

Observe that, for every € X, 0= f(x) =1, ie. f maps X into [0,1]. Observe also that F, C G,
for all t € D; hence f[F,] ={0}. Moreover, by definition, f[F,] = {1}. Consequently, the only thing
left for us to prove is that f is continuous.

Now f is continuous if the inverses of the sets [0,a) and (b,1] are open subsets of X (see
Problem 7, Chapter 7). We claim that

f=1l0, a)]
F1[(s, 1” = U{é? t> b} (2)

I

U{G,: t<a} (1)

Then each is the union of open sets and is therefore open.
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16.

‘We first prove (I). Let x € f~1[[0,a)]. Then f(x) <€ [0,a), ie. 0= f(x) < a. Since D is dense
in [0,1], there exists t, € D such that f(x) <t, < a. In other words,

fle) = inf{t:2z€G), < t, < a
Accordingly x € G,I where t, < a. Hence z€& U{G,:t<a}. We have just shown that every
element in f~1[[0,a)| also belongs to WU{G, :t <a}, ie,
70,0 € WG : t<a}

On the other hand, suppose v € U{G,:t <a}. Then 3 t,&€D such that t{, <a and y & G, .
; Yy

Therefore .
flyy = inf{t:y€G) = ¢, < a

Hence y also belongs to f~1[[0,a)]. In other words,

U{G;: t<a} < f71][0,a)]
The above two results imply (7).

We now prove (2). Let x € f~1[(b,1]|. Then f(x) € (b,1], ie. b < f(x) =1. Since D is dense
in {0,1}, there exist t;,t, € D such that b <t <t, < f(x). In other words,

flx) = inf{t:x€G) > t,
Hence « & Gtz. Observe that t; < i, implies th - Gtz. Hence x does not belong to th either. Accord-
ingly, x € @f, where ¢; > b; hence x € U{(_}f: t > b}. Consequently,
foUb, 1] ¢ U{Gy: t > b}
On the other hand, let y € U{éf : t>b}. Then there exists t, €D such that ¢, > b and
y e G;’y; hence y does not belong to th' But t < ¢, implies G, C th C Giy; hence y € G, for every t

less than t,. Consequently, ) .
, flyy = inf{t:yeG} =t, > b

Hence y € f~1((h,1]). In other words,
U{G{: t>b} c f1[(b,1]]

The above two results imply (2). Hence f is continuous and Urysohn’s Lemma is proven.

Prove Urysohn’s Metrization Theorem 10.8: Every second countable normal T:-space
X is metrizable. (In fact, X is homeomorphic to a subset of the Hilbert cube I of R™)

Solution:
If X is finite, then X is a discrete space and hence X is homeomorphic to any subset of H with an

equivalent number of points. If X is infinite, then X contains a denumerable base B = {G4, Gy, Gg, ...}
where none of the members of B is X itself.

By a previous problem, for each G; in B there exists some G; in B such that éj C G;. The class
of all such pairs (G, G), where G; C G;, is denumerable; hence we can denote them by P, P,, ...
where P, = (G]-n, G’in)‘ Observe that Gj" C Gin implies that (7]-” and an are disjoint closed subsets
of X. Hence by Urysohn’s Lemma there exists a function f,:X - {0,1] such that fn[G]-nl = {0}
and f,[Gi] = {1}. '

Now define a function f: X —>1 as follows:
- <f1(x) fal@)  falw) >
flw) = o g Tor 0 e

Fulw)
an

Observe that, for all n €N, 0= f,(x) =1 implies

s

= % hence f(x) is a point in the Hilbert

cube I. (Recall that I = {(@,): @, €R, n €N, 0 = a, = 1/n}, see Page 129.)

We now show that f is one-to-one. Let x and y be distinct points in X. Since X is a T;-space,
there exists a member G; of the base B such that z € G, but y € G;. By a previous problem, there
exists a pair P, = (G;G) such that xEG;C G;. By definition, f,,(x) =0 since wEG;, and
Fuly) =1 since y € G, ie. ¥ € G¢. Hence f(x)+ f(y) since they differ in the mth coordinate. Thus

f is one-to-one.
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We now prove that f is continuous. Let ¢ > 0. Observe that f is continuous at p € X if there
exists an open neighborhood G of p such that x € G implies |{f(z) —Ff(p)l| < ¢ or, equivalently,
[If(x) — f(p)|'2 < €. Recall that
[fnl@) — fr(p)]2

@ — il = ¥ 2

Furthermore, since the values of f, lie in [0,1], (|f,(x) —f,(p)}?)/22» = 1/22n, Note that >, 1/22
converges; hence there exists an ny = my(e), which is independent of x and p, such that

Mg _ 9
i@ - fep = 3 @ h@R

n=1 23n

SIS

Now each function f,:X — [0,1] is continuous; hence there exists an open neighborhood G, of p
such that « € G, implies If (x) — f(p)i2 < e/2ny. Let G = Gyn -+ nN G"o‘ Since G is a finite
intersection of open neighborhoods of p, G is also an open neighborhood of p. Furthermore, if x € G

then
© — 2
[l[f@) — fwI? = EM < 120<252> +€ = e

n=1 22n ng

Hence f is continuous.

Now let Y denote the range of f, i.e. ¥ = f[X] CI. We want to prove that f~1:Y - X is also
continuous. Observe that continuity in Y is equivalent to sequential continuity; hence f~1 is con-
tinuous at f(p) € Y if for every sequence (f(y,)) converging to f(p), the sequence (y,) converges to p.

Suppose f~! is not continuous, i.e. suppose (y,) does not converge to p. Then there exists an open
neighborhood G of p such that G does not contain an infinite number of the terms of (y,). Hence we
can choose a subsequence (z,) of (y,) such that all the terms of (x,) lie outside of G. Since p € G,
there exists a member G; in the base B such that p € G; € G. Furthermore, by a previous problem,
there exists a pair P,, = (G;, G such that p€ G C G; C G. Observe that, for all n €N, =, & G;

hence x, € Gi. Accordn)ély, fm(p) =0 and f,(®,) =1. Then |f,(x,)—/fn(p)|2 =1 and

fwn) — @2 = zlfk__)?ki&’_l = L

In other words, for every n €N, | f(x,)— f(p)| > 1/2m. Therefore the sequence (f(x,)) does not
converge to f(p). But this contradicts the fact that every subsequence of (f(y,)) should also converge
to f(p). Hence f~! is continuous. Hence f is a homeomorphism and X is homeomorphic to a subset
of the Hilbert cube. Accordingly, X is metrizable.

REGULAR AND COMPLETELY REGULAR SPACES
17. Prove Proposition 10.10: A completely regular space X is also regular.

Solution:

Let F be a closed subset of X and suppose p € X does not belong to F. By hypothesis, X is
completely regular; hence there exists a continuous function f:X — [0,1] such that f(p) =0 and
fIF} = {1}. But R and its subspace [0,1] are Hausdorff spaces; hence there are disjoint open sets
G and H containing 0 and 1 respectively. Accordingly, their inverses f~![G] and f~![H] are disjoint,
open and contain p and F respectively. In other words, X is also regular.

18. Prove Theorem 10.11: The class C(X,R) of all real-valued continuous functions on a
completely regular Ti-space X separates points.

Solution:

Let @ and b be distinct points in X. Since X is a T;-space, {b} is a closed set. Also, since ¢ and b
are distinct, a &€ {b}. By hypothesis, X is completely regular; hence there exists a real-valued con-
tinuous function f on X such that f{a) =0 and f[{b}] = {1}. Accordingly, f(a) = f(b).

19. Let (Y, T,) be a subspace of (X,T) and let p€Y and A CY CX. Show that if p
does not belong to the T -closure of A, then p & A, the T-closure of A.

Solution:
Now, by a property of subspaces (see Problem 89, Chapter 5),
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Ty-closureof A = Y nd

But p €Y and p &€ Ty-closure of A; hence p & A. (Observe that, in particular, if F is a Ty-closed
subset of ¥ and p € F, then p & F.)

20. Show that the property of being a regular space is hereditary, i.e. every subspace of a
regular space is regular.

Solution:

Let (X, T) be a regular space and let (Y,Ty) be a subspace of (X,T). Furthermore, let pE€ Y
and let F' be a Ty-closed subset of Y such that p € F. Now by Problem 19, p € ', the T-closure
of F. By hypothesis, (X, T) is regular; hence

1 GHeT such that FcG p€EH and GnH =9
But YN G and Y n H are Ty-open subsets of Y, and
FcY, FCcFcG > FcYngG
pEY, peH > peEYNH
GnH=0 > (Yn@n(YnH) =@

Accordingly, (Y;,TY) is also regular.

e

Supplementary Problems

T,-SPACES
21. Show that the property of being a T,-space is topological.

22. Show, by a counterexample, that the image of a T;-space under a continuous map need not be T,.
23. Let (X,7T) be a Ty -space and let T < T*. Show that (X, T*) is also a T,-space.

24. Prove: X is a T,-space if and only if every p € X is the intersection of all open sets containing it,
ie. {p} = N{G: G open, p € G}. .

25. A topological space X is called a Ty-space if it satisfies the following axiom: —
[T;] For any pair of distinct points in X, there exists an open set containing one of the points
but not the other.

(i) Give an example of a Tj-space which is not a T -space.

(ii) Show that every T;-space is also a Ty-space.

26. Let X be a T,-space containing at least two points. Show that if B is a base for X then B\ {X} is
also a base for X.

HAUSDORFF SPACES
27. Show that the property of being a Hausdorff space is topological.

28. Let (X, T) be a Hausdorff space and let T < T*. Show that (X, T%) is also a Hausdorff space.

729. Show that if a,,...,a, are distinct points in a Hausdorff space X, then there exists a disjoint class

( {Gy, ...,G,} of open subsets of X such that «;€G,, ..., a,,€G,,.

\

¥30. Prove: Let X be an infinite Hausdorff space. Then there exists an infinite disjoint class of open
subsets of X.



150

31.
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Prove: Let f:X—>Y and g:X—>Y be continuous functions from a topological space X into a
Hausdorff space Y. Then A = {x: f(x) = g(x)} is a closed subset of X.

NORMAL SPACES

32.

-~ 33.

34.

35.

36.

37.

Show that the property of being a normal space is topological.

Let T be the topology on the real line R generated by the closed-open intervals [a,b). Show that
(R,“Z‘) i§ a norr?al ‘s.pl‘aqz@,‘ 5N - éu‘m“ - \u%c( ch L4 tecornr. o - e R e
A ¢ - A [

] ;
@ fey daa

Let T be the topology on the plane R2 generated by the half-open rectangles,
fa,b) X [e,d) = {xy:a=x<b c=y<d}

Furthermore, let A consist of the points on the line Y = {(x,y):2+y =1} C R whose coordinates

are rational and let B = Y \ 4.

(1) Show that A and B are closed subsets of (R2, T).

(if)  Show that there exist no disjoint T-open subsets G and H of R? such that A CG@G and BCH;
and so (R2,T) is not normal.

Let A be a closed subset of a normal T,-space. Show that A with the relative topology is also a
normal T;-space.

Let X be an ordered set and let T be the order topology on X, i.e. T is generated by the subsets of X
of the form {z:x <a} and {x:« > a}. Show that (X,T) is a normal space.

Prove: Let X be a normal space. Then X is regular if and only if X is completely regular.

URYSOHN’S LEMMA

38.

39.

40.

~ 45.

Prove: If for every two disjoint closed subsets F;, and F, of a topological space X, there exists a
continuous function f: X — [0,1] such that f[F] = {0} and f[F,] = {1}, then X is a normal space.
(Note that this is the converse of Urysohn’s Lemma.)

Prove the following generalization of Urysohn’s Lemma: Let F; and Fy be disjoint closed subsets of
a normal space X. Then there exists a continuous function f:X - [a,b] such that f[F;] = {a} and

fIFs] = {b}.

Prove the Tietze Extension Theorem: Let F be a closed subset of a normal space X and let
f:F > [a,b] be a real continuous function. Then f has a continuous extension 4 X > [a, bt

-41. Prove Urysohn’s Lemma using the Tietze Extension Theorem.
A
REGULAR AND COMPLETELY REGULAR SPACES v- &\) i? ‘
42. Show that the property of being a regular space is topological. N \)\ ) S h \
43. Show that the property of being completely regular is topological. - ‘
44. Show that the property of being a completely regular space is hereditary, that is, every subspace of

a completely regular space is also completely regular.

Prove: Let X be a regular Lindelof space. Then X is normal.

Answers to Supplementary Problems

() Let X = {a,b} and T = {X, {a}, 9}.
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COVERS S

Let 4 = {le} be a class of subsets of X such that A C U;G; for some A C X. Recall
that o4 is then called a cover of A, and an open cover if each GL is open. Furthermore, if
a finite subelass of o4.is also a cover of A, i.e. if

/ 3Gy, ..,Gi, €4 such that 4 CGy UG,

then o4 is said “go be reducible to a ﬁmte cover or contams a finite subcover.

E\lmple 1.1: Consider the class 4 = {Dp pEZX Z},
where D, .is the open disc in the plane R2

o with radius 1 and center p={(mny, m and .
_n integers. Then c4 is a cover of R?, ie. ™
every. point in R2, belongs to at least one

’ £ member of ¢4, On the other hand, the class
of open dises B = {D pEZXZ), where,

D, has center p and radlus 4, is not a cover \?}’
\of R2. For exampl&\the point (1,1) ER?
‘does not belong to any -member of B, as TR
shown in the figure. . : B is displayed
Example 1.2: Consider the classical ) » .
) Heine-Borel Theorem: Let A = [a,b] be a closed and bounded interval
’ and let {G;} be a class of open sets such that 4 C U;G;. Then one
can select a finite number of the open sets, say G, "”Gim’ so that

AcG U---UG

By virtue of the above terminology, the Heine- Borel Theorem can be restated as
R follows:

Heine-Borel Theorem: Every open cover of a closed and bounded interval
A = [a,b] is reducible to a finite cover. ~

COMPACT SETS

The-concept of compactness is no doubt motivated by the property of a closed and
bounded interval as stated in the classical Heine-Borel Theorem. Namely,

A subset A of a topological space X is compact if every open cover of A is
reducible to a finite cover.

In other words, if A is compact and A C U;Gi, where the G; are open‘sets, then one
can select a finite number of the open sets, say G ,Gi, so-that 4 C G; UG,

ip o v e %)
Example 21: . By the Heine-Borel Theorem, every closed and bounded interval [a, b] on the real
line R is compact.

*

Q/»

Example 2.2: Let A be any finite subset of a topological space X, say A = {ay,...,0a,). Then
A is necessarily compact. For if ¢ = {G;} is an open cover of A, then each point
‘ in A belongs to one of the members of G, say @, € G e Qp € Gim‘ Accord-
b ingly, ACG UG U--'UG ’

151

A,
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Since a set A is compact iff every open cover of A contains a finite subcover, we only
have to exhibit one open cover of A with no finite subcover to prove that A is not compact.

Example 2.3: The open interval A = (0,1) on the real line R with the usual topology is not
compact. Consider, for example, the class of open intervals

g = D, &H, G0 G0, 0
Observe that 4 = UY_, G,, where G, = 1 ,L ; hence ¢ is an open cover
" n+2’'n
of A.
L) O(iSO Gs
[T ]
| G
: ! 1 G, | : Gy
o o: |(I)—(| I) Cl)— | <|)
IR I |
T TTT 7 T T T T
0 ~Thb 14 i 1
¥ 2
But ¢ contains no finite subcover. For let
G* = {(ap b)), (ay, bz)y ceny {am, b))}
be any finite subeclass of ¢. If ¢ & min (a4, ...,ay) then ¢>0 and

((11, bl) U u (ann bm) C (fr 1)

But (0,¢] and (e, 1) are disjoint; hence ¢* is not a cover of 4, and so A is not
compact.

Example 24: We show that a continuous image of a compact set is also compact, i.e. if the func-
tion f:X — Y is continuous and A is a compact subset of X, then its image flA]
is a compact subset of Y. For suppose ¢ = {G;,} is an open cover of flA], ie.
flA] C U;G;.  Then

A C [P/IA]] € F7H UGl = Ui LG
Hence ¢ = {f71[G||} is a cover of A. Now f is continuous and each G, is an

open set, so each f~1[G;] is also open. In other words, 9J{ is an open cover of A.
But A is compact, so _§{ is reducible to a finite cover, say

AC G U uftG )
Accordingly, ‘
fl[A] c f[f‘l[Gil] (WREER Uf_lLGim]] - Gix U UGy
Thus f[A4] is compact.

m

We formally state the result in Example 2.4:
Theorem 11.1: Continuous images of compact sets are compact.

Compactness is an absolute property of a set. Namely,

Theorem 11.2: Let A be a subset of a topological space (X, T). Then A is compact with
respect to T if and only if A is compact with respect to the relative
topology Ta on A.

Accordingly, we can frequently limit our investigation of compactness to those topo-
logical spaces which are themselves compact, i.e. to compact spaces.

SUBSETS OF COMPACT SPACES

A subset of a compact space need not be compact. For example, the closed unit interval
[0, 1] is compact by the Heine-Borel Theorem, but the open interval (0, 1) is a subset of [0, 1]
which, by Example 2.3 above, is not compact. We do, however, have the following

Theorem 11.3: Let F be a closed subset of a compact space X. Then F is also compact.
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Proof: Let ¢ = (G} be an open cover of F, ie. F C U;Gi. Then X = (U:G) U F5,
that is, G* = (G} U {F*} is a cover of X. But F¢ is open since F' is closed, so G* is an
open cover of X. By hypothesis, X is compact; hence G* is reducible to a finite cover
of X, say

X = GiIU"'UGimUFC, Gikeg
But F and F¢ are disjoint; hence
FCG,‘IU"' G, Giké(j

m

U
We have just shown that any open cover G = {G;} of F contains a finite subcover, i.e.
F is compact.

FINITE INTERSECTION PROPERTY
A class {A;} of sets is said to have the finite intersection property if every finite sub-
class {Ai,...,A;,} has a non-empty intersection, i.e. A N --- NA; +* Q.

m

Example 3.1: Consider the following class of open intervals:
A = {(0,1),(0,3), (0,4, (0, %), ...}

Now ¢4 has the finite intersection property, for

(0,a)) N (0,a9) N ++- N (0,0, = (0,b)
where b = min(ay, ..., a,) > 0. Observe that <4 itself has an empty intersection.
Example 3.2:  Consider the following class of closed infinite intervals:
B = {’ (—00,-2], (—oo,—l]’ (—'w’ O]y ('—wy l]y (—00,2], }

Note that B has an empty intersection, i.e. N{B,:n€Z} = ) where B, =(—=,n].
But any finite subclass of B has a non-empty intersection. In other words, B satis-
fies the finite intersection property.

-~

With the above terminology, we can now state the notion of compactness in terms of
the closed subsets of a topological space.

Theorem 11.4: A topological space X is compact if and only if every class {F} of closed
subsets of X which satisfies the finite intersection property has, itself, a
non-empty intersection.

COMPACTNESS AND HAUSDORFF SPACES

Here we relate the concept of compactness to the separation property of Hausdorff
spaces.

Theorem 11.5: Every compact subset of a Hausdorff space is closed.

The above theorem is not true in general, for example, finite sets are always compact
and yet there exist topological spaces whose finite subsets are not all closed.

Theorem 11.6: Let A and B be disjoint compact subsets of a Hausdorff space X. Then
there exist disjoint open sets G and H such that A C G and B C H.

In particular, suppose X is both Hausdorff and compact and F; and F. are disjoint
closed subsets of X. By Theorem 11.3, F; and F. are compact and, by Theorem 11.6,
F, and F, are subsets, respectively, of disjoint open sets. In other words,

Corollary 11.7: Every compact Hausdorff space is normal.
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Thus metric spaces and compact Hausdorff spaces are both contained in the class of
T's-spaces, i.e. normal Tl-spaces.

compact metric
Hausdorft

spaces
spaces

T4-spaces (normal T'j-spaces)

The following theorem plays a very important role in geometry.

Theorem 11.8: Let f be a one-one continuous function from a compact space X into a
Hausdorff space Y. Then X and f[X] are homeomorphic.

The next example shows that the above theorem is not true in general.

Example 41: Let f be the function from the half-open interval X = [0,1) into the plane R2
defined by f(t) = {cos 27t, sin 27t). Observe that f maps X onto the unit circle and

that f is one-one and continuous.
1

f

T~

O
—1 1
1

c@

But the half-open interval [0,1) is not homeomorphic to the circle. For
example, if we delete the point ¢ =} from X, X will not be connected; but if we
delete any point from a circle, the circle is still connected. The reason that
Theorem 11.8 does not apply in this case is that X is not compact.

Example 42: Let f be a one-one continuous function from the closed unit interval I = [0,1] into
Euclidean™n-space R*. Observe that I is compact by the Heine-Borel Theorem and
that R* is a metric space and therefore Hausdorff. By virtue of Theorem 11.8,
I and f[I] are homeomorphic.

SEQUENTIALLY COMPACT SETS

A subset A of a topological space X is sequentially compact iff every sequence in A4
contains a subsequence which converges to a point in A.

Example 5.1: Let A be a finite subset of a topological space X. Then A is necegsarily sequen-
tially compact. For if (8,85, ...) is a sequence in A, then at least one of the
elements in A, say @, must appear an infinite number of times in the sequence.
Hence (ay, @g, ag, ...) is a subsequence of (s,), it converges, and furthermore it
converges to the point a4 belonging to A.

Example 5.2:  The open interval A = (0,1) on the real line R with the usual topology is not
sequentially compact. Consider, for example, the sequence (s,) = ST 1% TRIY!
in A. Observe that (s,) converges to 0 and therefore every subsequence also con-
verges to 0. But 0 does not belong to A. In other words, the sequence (s,) in A
does not contain a subsequence which converges to a point in A, ie. A is not
sequentially compact.

In general, there exist compact sets which are not sequentially compact and vice versa,
although in metric spaces, as we show later, they are equivalent.

Remark: Historically, the term bicompact was used to denote a compact set, and the
term compact was used to denote a sequentially compact set.
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COUNTABLY COMPACT SETS

A subset A of a topological space X is countably compact iff every infinite subset B
of A has an accumulation point in A. This definition is no doubt motivated by the
clagsical )

Bolzano-Weierstrass Theorem: Every bounded infinite set of real numbers has an ac-
cumulation point.

Example 6.1: Every bounded closed interval A = la, b} is countably compact. For if B is an

| infinite subset of A, then B is also bounded and, by the Bolzano-Weierstrass

' Theorem, B has an accumulation point p. Furthermore, since 4 is closed, the
accumulation point p of B belongs to A4, i.e. A is countably compact.

Example 6.2: The open interval A = (0,1) is not countably compact. For consider the. infinite
subset B ={L,4,1,...} of A =(0,1). Observe that B has exactly one
limit point which is 0 and that 0 does not belong to A. Hence A is not countably
compact.

The general relationship between compact, sequentially compact and countably compact
sets is given in the following diagram and theorem.

compact —> countably compact <«— sequentially compact

Theorem 11.9: Let A be a subset of a topological space X. If A is compact or sequentially
- compact, then 4 is also countably compact.

The next example shows that neither arrow in the above diagram can be reversed.

Example 6.3: Let T be the topology on N, the set of positive integers, generated by the following
sets:
{1, 2}, {3, 4}, {5, 6},

Let A be a non-empty subset of N, say ny € A. If n; is 0dd, then #n,+1 is a
limit point of A; and if ny is even, then ny— 1 is a limit point of A. In either
case, 4 has an accumulation point. Accordingly, (N,T) is countably compact.

On the other hand, (N, T) is not compact since

A = {{1,2}, 3,4}, {5,6}, ...}

is an open cover of N with no finite subcover. Furthermore, (N, T) is not sequen-
tially compact, since the sequence (1,2,3,...) contains no convergent subsequence.

LOCALLY COMPACT SPACES

A topological space X is locally compact iff every point in X has a compact neighborhood.

Example 7.1: Consider the real line R with the usual topology. Observe that each point p € R
is interior to a closed interval, e.g. [p—§, p+ 8], and that the closed interval is
compact by the Heine-Borel Theorem. Hence R is a locally compact space. On the
other hand, R is not a compact space; for example, the class

A = {..., (=81, (=20, (-1,1), (0,2), (1,3), ...}

is an open cover of R but contains no finite subcover.

Thus we see, by the above example, that a locally compact space need not be compact.
On the other hand, since a topological space is always a neighborhood of each of its points,
the converse is true. That is,

Proposition 11.10: Every compact space is locally compact.



-

156 — COMPACTNESS - [CHAP. 11

COMPACTIFICATION

A topological space X is said to be embedded in a topological spac® Y if X is homeo-
morphic t6 a subspace of Y. Furthermore, if Y is a compact space, then Y is called a
compactzﬁcatzon of X. Frequently, the compactification of a space X is accomplished by
adjoining one or more points to X and then defining an appropriate topology on the
enlarged set so.that the enlarged space is compact and contains X as a subspace. ;

Example 8.1: - Consider the real line R with the usual topology U. We adjoin two new points,
- denoted by « and —w, to B and call the enlarged set R* = R U {—x, =} fhe

. extended real line. The order relation in R can be extended to R* by deﬁmng

> I e g < for’any o €R. The class of subsets of R* of t}re form ’

T ! }afb) ={r:a<w<b), (6% ={zr:a<a} and [_”%“) = {w:w<a

is a base for a topology U* on R*. Furthermore, (R*, U*) is a éompact space and
. contains (R, U) as a subspace, and so it is a compactification of (R, U). .

Recall that the real line R with the usual topology is homeomorphic to any open
_interval (a,b) of real numbers. The above space (R*, U*) can, in fact, be shownr to be
homeomorphlc to any closed 1nterva1 [@,b] which is compact by the classical Heme-Borel’
- Theorem. . 5
Example 8.2: Let:,'C denote the (z,y)-plane in Eu-
“clidian 3-space R3, and let S denote
“the sphere with center (0,0,1) on
the z-axis and radius 1. The line
= . passing through the “north pole”
o ©=1(0,0,2)€S and any point p€C
o intersects the sphere S in~exactly
<~ .one point p’ -distinct from o=, as
shown in the figure.
Let f: C->S be defined by
B _fp)y=9p’. Then f is, in fact, a
homeomorphism from the plane C,
which is not compact, onto the sub-
[ ~set S\ {»} of the sphere S, and S
- is compact., Hence S is a compacti-
fication of C. :

» Now let (X, T) be any topological space. We shall define the Alexandrov or one-poivgt
compactification of (X, T) which we denote by (X, T.). Here:

(1) X, = XU {x}, where o, called the pomt at infinity, is distinet from every
other point in X. : >

(2) T consists of the following sets:
(i) each member of the topology T on X,

(ii) the complement in X, of any closed and compact subset of X. y
We formally state: : R
Proposition 11.11: The above class T w 1S a topology on X, and (X, T.) is a compactifica-

tion of (X, T).

In general, the space (Xw, T.,) may not possess properties similar to those of the original
space. There does exist one important relationship between the two spaces; namely,
Theorem 11.12: If (X, 7T) is a locally compact Hausdorff space, then (X, 7.) is a compact

Hausdorff space.

Using Urysohn 8 lemma we obtam an important result used in measure and integration
theory: : >

Corollary 11.13: Let E be a compact subset of a locally compact Hausdorff space X, and
let E be a subset of an open set G+ X. Then there exists a continuous
“function f: X - [0,1] such that f[E] = {0} and f]{G°| = {1}.

o
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¢

COMPACTNESS IN METRIC SPACES

Corr}pactness in metric spaces can be summarized by the following
Theorem 11.14: Let A be a subset of a metric space X. Then the following statements
are equivalent: (i) A is compact, (ii) A is countably compact, and
(ili) A is sequentially compact.

Historically, metric spaces were investigated before topological spaces; hence the above
theorem giyes the main reason that the terms compact and sequentially compact are some-
times used synonymously. ; ’

The i/p\r/oof of the above theorem requires the introduction of two auxiliary metric

concépts\ which are interesting in their own right: that of a tofally bounded set and that
of a Lebesgue number for a cover.

.
e

TOTALLY BOUNDED SETS

Let X be a subset of a metric space X and let ¢> 0. A finite set of points N =
{e1,€2.. .., em} 18 called an enet for A if for every point p € A there exists an e¢; EN

Example 91: Let A = {(x,y): 22+ y% <4}, ie. A is the open disc centered at the origin and
- of radius 2. If ¢ = 3/2, then the set

j\f\/\/ N = {(1y -1)) <1y O>r <11 1); <0y _1>) (0’ 0>’<O) 1>} <_1; _1>’ <—1, 0)} <_1’ 1)}

is an enet for A. {On the other hand, if ek 4, then N is not an enet for A.

For example, p = (4, 1) : belongs to A but the distance between p and any point
) . B in N is greater than L.
’ A is shaded
) N is displayed
D - A

Recall that the diameter of A, d(A4), is deﬁngd by d(A) = sup {d(a,a’):a,a’ € A} and
that A is bounded if d(4) < e=.

A subset A of a metric space X is totally bounded. if A possesses an enet for
every ¢« > 0,

A totally bounded set can also be described ag follows: >

Propos'xtion' 11.15: A set A is totally bounded if and ohly if for every « > 0 there exists a
- decomposition of A into a finite number of sets, each with diameter
less than .

Wg first show that a bounded set need not be totally bounded.

Example 9.2: Let A be the subset of Hilbert Space, i.e. of Iy-space, consisting of the following
points: v ‘
ey — <1’ O’ 0) ce? \/

0,1,0, ...
es = (0,0,1,...)

Il

63
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Observe that d(e;,e;)) = VZ if i j. Hence A is bounded; in fact,
d(A) = sup{dle,e): e e, €A} = V2

On the other hand, A is not totally bounded. For if =4, the only non-empty
subsets of A with diameter less than ¢ are the singleton sets, i.e. sets with one
point. Accordingly, the infinite set A cannot be decomposed into a finite number
of disjoint subsets each with diameter less than 1.

The converse of the previous statement is true. Namely,

Proposition 11.16: Totally bounded sets are bounded.

One relationship between compactness and total boundedness is as follows:

Lemma 11.17: Sequentially compact sets are totally bounded.

LEBESGUE NUMBERS FOR COVERS

Let <4 = {G:} be a cover for a subset A of a metric space X. A real number § >0

is called a Lebesgue number for the cover if for each subset of A with diameter less than §
there is a member of the cover which contains A.

One relationship between compactness and Lebesgue number for a cover is as follows:

Lemma (Lebesgue) 11.18: Every open cover of a sequentially compact subset of a metric

space has a (positive) Lebesgue number.

Solved Problems

COMPACT SPACES

1.

Let T be the cofinite topology on any set X. Show that (X, T) is a compact space.

Solution:
Let g = {G;} be an open cover of X. Choose Gy € ¢. Since T is the cofinite topology, G is a
finite set, say Gj = {a;,...,a,}. Since G is a cover of X,

foreach @, €G; 3 Gy €G suchthat ¢ € G,

Hence Gy C G, U+ UG; and X = GyU Gy = Gy u G U~ UG, . Thus X is compact.

Show that any infinite subset A of a discrete topological space X is not compact.

Solution:

Recall that A is not compact if we can exhibit an open cover of A with no finite subcover.
Consider the class 4 = {{a}: a € A} of singleton subsets of A. Observe that: (i) o4 is a cover of 4;
in fact 4 = U{{a}:a € A}. (ii) 4 is an open cover of A since all subsets of a discrete space are
open. (iii) No proper subclass of o4 is a cover of A. (iv) 4 is infinite since A is infinite. Accordingly,
the open cover o4 of A contains no finite subcover, so A is not compact.

Since finite sets are always compact, we have also proven that a subset of a discrete space is
compact if and only if it is finite.
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3.

Prove Theorem 11.2: Let A be a subset of a topological space (X,T). Then the
following are equivalent:

(i) A is compact with respect to 7.
(ii) A is compact with respect to the relative topology T, on A.

Solution:
(i) © (ii): Let {G;} be a T -open cover of A. By definition of the relative topology,

1 HeT such that G, = AnH;CH,
Hence A C UGy C YU H,;

and therefore {H;} is a T-open cover of A. By (i), 4 is T-compact, so {H;} contains a finite sub-
cover, say

AcHilu-'-uH , Hike{Hi}
But then
A C Am(Hilu---uHim) = (AnHil)u U(AﬂHim) = Gilu uGim
Thus {G;} contains a finite subcover {GH’ R G"m} and (4, T,) is compact.

(ii) = (i): Let {H;} be a T-open cover of A. Set G; = A N H;; then
AcuH;, > AcCAn(UH) = U;AnH) = UG

But G;E€ T,, so {G;} is a T s-open cover of A. By hypothesis, A is T 4-compact; thus {G;} contains
a finite subcover {Gil’ ...,G,-m}. Accordingly,

A C Gilu "-UGim = (AnHil)u u(AnHim) = An(H,-lu---uHim) C Hilu uH,-m

Thus {H;} is reducible to a finite cover {Hil, ...,H,-m} and therefore A is compact with respect to T.

4. Let (Y,T*) be a subspace of (X,T) and let A CY-CX. Show that A is T-compact

if and only if A is T*-compact.

Solution:
Let T, and ‘T be the relative topologies on A. Then, by the preceding problem, A4 is T- or
T*-compact if and only if A is T,- or Tj-compact; but T, = T%.

Prove that the following statements are equivalent:

(i) X is compact.

(ii) For every eclass {F:} of closed subsets of X, NiFi=@ implies {Fi} contains a
finite subclass {Fi,...,Fi,} with Fi.n .- 0F = .

Solution:
(1) > (ii): Suppose N;F; = @. Then, by DeMorgan’s Law,

= @ = (N Fye = U;F;
so {F{)} is an open cover of X, since each F; is closed. But by hypothesis, X is compact; hence
a F,-cl, ...,Ffm € {F{} suchthat X = Ffl U---u Ffm
Thus by DeMorgan’s Law,
P = Xc = (Fi“lu uFfm)C = F{fn nF,?; = Fyn-nF;

m

and we have shown that (i) > (ii).

(i) = (i): Let {G;} be an open cover of X, i.e. X = U;G;,. By DeMorgan’s Law,
@ = Xe = (U;G)r = NGy
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Since each G; is open, {G{} is a class of closed sets and, by above, has an empty intersection. Hence
by hypothesis,
3 Gicl, .. .,Gfm € {G{} such that Gicl NN Gfm =0

Thus by DeMorgan’s Law,
X = ¢ = (Gf}n ﬂGfm)c = GiclcU UGI_C;L = G

LU UG

tm

Accordingly, X is compact and so (ii) 5> (i).

Prove Theorem 11.4: A topological space X is compact if and only if every class {F'}
of closed subsets of X which satisfies the finite intersection property has, itself, a
non-empty intersection.

Solution:
Utilizing the preceding problem, it suffices to show that the following statements are equivalent,
where {F,} is any class of closed subsets of X:

(i) Fon-nF #9 Vi, ., > 0F#*0
(ii) NF =0 > 3iy...in, st Fy0-nF =9

But these statements are contrapositives.

COMPACTNESS AND HAUSDORFF SPACES

7.

Prove: Let A be a compact subset of a Hausdorff space X and suppose p € X\ 4.
Then 3 open sets G, H suchthat p€G, ACH, GNH=0Q

Solution:
Let a €A. Since p€ A, p # a. By hypothesis, X is Hausdorff; hence

3 open sets G4, H,  such that pEG, a€H, G,nH, =9
Hence A c U{H,:a€ A}, ie. {H,:a € A} is an open cover of A. But A is compact, so
1H,,.,H, €{H) such that A4 c H, U--- UH,

Now let H = Ha1 U--u Ham and G = Ga1 n-- N Gam. H and G are open since they are
respectively the union and finite intersection of open sets. Furthermore, A CH and p € G since
p belongs to each Gai individually.

Lastly we claim that G N H = (). Note first that G“i N H“i = ¢ implies that G N H"i = .
Thus, by the distributive law,

GnH = Gn(H, U---VH, ) = (GNH,)U - U(GNH, ) = QU - UD =D

Thus the proof is complete.

Let A be a compact subset of a Hausdorff space X. Show that if p € A, then there
is an open set G such that p € G C A-.

Solution:
By Problem 7 there exist open sets G and H such that p€ G, ACH and GNH = Q.

Hence GNA = @, and p € G C A-.

Prove Theorem 11.5: Let A be a compact subset of a Hausdorff space X. Then A is
closed.

Solution:
We prove, equivalently, that A¢ is open. Let p € A¢, i.e. p € A. Then by Problem 8 there exists
an open set G, such that p € G, C Ac. Hence A¢ = U{G,:p € Ac}.

Thus A¢ is open as it is the union of open sets, or, A is closed.
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10. Prove Theorem 11.6: Let A and B be disjoint compact subsets of a Hausdorff space X.
Then there exist disjoint open sets G and H such that A € G and B C H.

Solution:
Let a € A. Then a € B, for A and B are disjoint. By hypothesis, B is compact; hence by
Problem 1 there exist open sets G, and H, such that

ea€G,, BCcH, and G,NnH, = @

Since a € G, {G,:a € A} is an open cover of A. Since A is compact, we can select a finite number
of the open sets, say Gal, Cee Gam, so that A C Ga1 U J Gam. Furthermore, B C Ha1 n-«-n Ham

since B is a subset of each individually.

Now let G = Ga1 U--uG, and H = Ha1 Ne- N Ham. Observe, by the above, that A C G
and B C H. In addition, G and H are open as they are the union and finite intersection respectively
of open sets. The theorem is proven if we show that G and H are disjoint. First observe that, for
each 1, Gai N H‘li = (0 implies G“i N H = (. Hence, by the distributive law,

GNnH = (Galu-uuGam)nH = (GalmH)u---u(GamnH) = Qu---uUpP = @

Thus the theorem is proven.

11. Prove Theorem 11.8: Let f be a one-one continuous function from a compact space X
into a Hausdorff space Y. Then X and f[X] are homeomorphic. "&f f-.‘; b Ao

Solution:

Now f:X - f[X] is onto and, by hypothesis, one-one and continuous, so f—!: f[X] » X exists.
We must show that f~1 is continuous. Recall that f—1 is continuous if, for every closed subset F
of X, (f~)~L[F] = f[F] is a closed subset of f[X]. By Theorem 11.3, the closed subset F' of the
compact space X is also compact. Since f is continuous, f[F] is a compact subset of f[X]. But the
subspace f[X] of the Hausdorff space Y is also Hausdorff; hence by Theorem 11.5, f[F] is closed.
Accordingly, f~! is continuous, so f: X - f[X] is a homeomorphism, and X and f[X] are homeomorphic.

12. Let (X, T) be compact and let (X, T*) be Hausdorff. Show that if T* C T, then T* = T.

Solution:

Consider the function f:(X,T)—> (X,T*) defined by f(x) =x, ie. the identity function on X.
Now f is one-one and onto. Furthermore, f is continuous since T* Cc T. Thus by the preceding
problem, f is a homeomorphism and therefore T%* = T.

SEQUENTIALLY AND COUNTABLY COMPACT SETS

13. Show that a continuous image of a sequentially compact set is sequentially compact.

Solution:

Let f: X - Y Dbe a continuous function and let A be a sequentially compact subset of X. We
want to show that f[A] is a sequentially compact subset of Y. Let (b, by, ...} be a sequence in
f[A]. Then

3 a0, ... EA such that flay)) =b,, YVREN

But A is sequentially compact, so the sequence (a, a,, ...) contains a subsequence (ah‘ Qi -+ ) which
converges to a point ¢y, € A. Now f is continuous and hence sequentially continuous, so

(Flai), flayy), ...y = (bi, by, ...) converges to f(ag) € f[A]

Thus f[A] is sequentially compact.
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14.

15

16.

17.

.

Let 7 be the topology on X which consists of ¢) and the complements of countable sub-
sets of X. Show that every infinite subset of X is not sequentially compact.

Solution:
Recall (Example 7.3, Page 71) that a sequence in (X, T) converges iff it is of the form

<(11, Ay vy an07 P, D, P . )

that is, is constant from some term on. Hence if A is an infinite subset of X, there exists a sequence
(h,) in A with distinct terms. Thus (b,) does not contain any convergent subsequence, and A is not
sequentially compact.

Show that: (i) a continuous image of a countably compact set need not be count-
ably compact; (ii) a closed subset of a countably compact space is countably
compact.

Solution:

(i) Let X = (N,T) where T is the topology on the positive integers N generated by the sets
{1,2}, {3,4}, {5,6},.... By Example 6.3, X is countably compact. Let Y = (N, .)) where 2
is the discrete topology on N. Now Y is not countably compact. On the other hand, the function

~f + X > Y which maps 2n and 2n —1 onto n for n € N is continuous and maps the countably com-
pact set X onto the non-countably compact set Y.

(if) Suppose X is countably compact and suppose F is a closed subset of X. Let A be an infinite subset
of F. Since F C X, A is also an infinite subset of X. By hypothesis, X is countably compact; then
A has an accumulation point pE€ X. Since A CF, p is also an accumulation point of F. But F is
closed and so contains its accumulation points; hence p € F. We have shown that any infinite
subset A of F' has an accumulation point p € F, that is, that F is countably compact.

Prove: Let X be compact. Then X is also countably compact.

Solution:

Let A be a subset of X with no accumulation points in X. Then each point p € X belongs to an
open set G, which contains at most one point of A. Observe that the class {G,:p€E X} is an open
cover of the compact set X and, hence, contains a finite subcover, say {GPl’ .. "Gl’m}'

Hence ACXCG,,IU-”UG

Pm

But each GT’i contains at most one point of 4; hence A, a subset of Gpl Uo-eeu Gl)m, can contain at
most m points, i.e. A is finite. Accordingly, every infinite subset of X contains an accumulation point
in X, i.e. X is countably compact.

Prove: Let X be sequentially compact. Then X is also countably compact.
Solution:

Let A be any infinite subset of X. Then there exists a sequence (¢, ay, ...) in A with distinct
terms. Since X is sequentially compact, the sequence (a,) contains a subsequence <ai1’aiz’ ...y (also
with distinet terms) which converges to a point » € X. Hence every open neighborhood of p contains
an infinite number of the terms of the convergent subsequence <a1-n>. But the terms are distinct; hence
every open neighborhood of p contains an infinite number of points in A. Accordingly, p € X is an
accumulation point of A. In other words, X is countably compact.

Remark: Note that Problems 16 and 17 imply Theorem 11.9.
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18.

¥

Prove: Let A C X be sequentially compact. Then every countable open cover of A is
reducible to a finite cover.
Selution:

We may assume A is infinite, for otherwise the proof is trivial. We prove the contrapositive, i.e.
assume 3 a countable open cover {G;:1€ N} with no finite subcover. We define the sequence
(ayyaq, ...) as follows. o

"Let 1y be the smallest positive integer such that A n Gn1 # (. Choose a; €A N Gnr Let ny
be the least positive integer larger than n; such that A N an # (. Choose

as € (ANG,) \(ANG,)

‘Such a point always exists, for otherwise Gn1 covers A. Continuing in this manner, we obtain the

sequence (@, 8y, ) with the property that, for every i€ N,
©E€EANG,, @& U 1ANG, ) and  m> o,

* We claim that (¢;) has no convergent subsequence in A. Let p € A. Then
% - 3 Gio € {G;} such that p€ Gio

Now AN Gio #* ), since pE AN Gio; hence

o . 3 jEN such that G"jo = Gio

Buﬁ_\by the choice of the sequence (a4, ay,...)
[, - 7> jO é a; e GiO
Accordingly, since Gio is an open set containing p, no subsequence of (a;) converges to p. But p was
arbitrary, so A is not sequentially compact.
Mz

i

. L oo
)

COMPACTNESS IN METRIC SPACES

19.

Prove Lemma 11.17: Let A be a sequentially compact subset of a metric space X.
Then A is totally bounded.

: Solutlon

we prove the contrapositive of the above statement, i.e. if A is not totally bounded, then A {s not
sequentlally compact. If A is not totally bounded then there exists an e > 0 such that A possesses
no (finite) enet. Let a; € A. - Then there exists a point ay, € A with d(ay, as) =¢, for otherwise
{ay} would be an enet for. A. Similarly, there exists a point a3 €A with d(ay,a3) = and

d(ay, a3) = ¢, for otherwise. {al, as} would be-an enet for A. Continuing in this manner, we arrive at

" a sequence (a,ay, :..) with the property that d(g; ,a;) = e for i+ j. Thus the sequence (a,) cannot

20.

contain any subsequence which converges. In other words, A is not sequentially compact.

Prové Lemma (Lebesgue) 11.18: Let o4 = (Gi} be an open cover of a sequentially
compact set A. Then <4 has a (positive) Lebesgue number.

Solution:

Suppose ¢4 does not have a Lebesgue number. Then for each positive integer n € N there exists
a subset B, of A with the property that

0<d(B,) <1/n- and B,¢ G; for every G; in o4
For each n € N, choose a point b, € B,. Since A is sequen-

tially compact, the sequence (by, by, .. .) contains a subsequence
(b; , iy .. .)/\ithich converges to a point p € A,

Since p € A, p belongs to an open set G, in the cover 4.
Hence “there exists an open sphere S(p,e), with center p and
radius ¢, such that p € S(p,¢) C G,. Since <bfn> converges to p,

there exists a positive integer i"o such that
d(p, biy ) < Le, bin e Bin and d(Bin ) < Le
Using the Tr1angle Inequality we get Bm c S(p,¢) C Gp. But

‘this contradicts the fact that Bm ¢ G; for every G; in the

By, 0 is shaded

cover ¢4, Accordingly ¢4 does possess a Lebesgue number.
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21. Prove: Let A be a countably compact subset of a metric space X. Then A is also
sequentially compact.
Solution:
Let (ay,a,, ...) be a sequence in A. If the set B = {a,d,, ...} is finite, then one of the points,
say a;, satisfies a; = a; for infinitely many j € N. Hence (aio, Qg ...y is a subsequence of (a,)

0
which converges to the point @, in A.

On the other hand, suppose B = {a;, a,, ...} is infinite. By hypothesis, A is countably compact.
Hence the infinite subset B of A contains an accumulation point p in A. But X is a metric space;
hence we can choose a subsequence (@, @y o) of the sequence (a,) which converges to the point p
in A. In other words, 4 is sequentially compact.

22. Prove Theorem 11.14: Let A be a subset of a metric space X. Then the following are
equivalent: (i) A is compact, (ii) 4 is countably compact, and (iii) A is sequentially
compact.

Solution:

Recall (see Theorem 11.8) that (i) implies (ii) in every topological space; hence it is true for a
metric space. In the preceding problem we prowed that (ii) implies (iii). Accordingly, the theorem is
proven if we show that (iii) implies (i).

Let A be sequentially compact, and let o4 = {G;} be an open cover of A. We want to show
that A is compact, i.e. that- o4 possesses a finite subcover. By hypothesis, A is sequentially compact;
hence, by Lemma 11,18, the cover ¢4 possesses a Lebesgue number § > 0. In addition, by Lemma 11.17,
A is totally bounded. Hence there is a decomposition of A into a finite number of subsets, say
B, ...,B,, with d(B)<§5. But § is a Lebesgue number for cf; hence there are open sets

Gi1’ cey Gfm € c4 such that

] BlCGi1’ e BmcGim
Accordingly, A c ByjuB,uU ---UB, C GiIUGi2U---UGim
Thus 4 possesses a finite subcover {Gfl’ ces Gim}’ i.e. A is compact.

23. Let A be a compact subset of a metric space (X,d). Show that for any B C X there
is a point p €A such that d(p, B) = d(4, B).
Solution:
Let d(4,B) = e. Since d(A,B) = inf{d{a,b): a € A, b € B}, for every positive integer n €N,
30,€4, b,EB such that e = da,, b,) < et+1l/n
Now A4 is compact and hence sequentially compact; so the sequence (a;,ay,...) has a subsequence
which converges to a point p € A. We claim that d(p,B) = d(4,B) = e

Suppose d(p,B) > ¢, say d(p,B) = ¢+ where § > 0. Since a subsequence of (a,) converges

to p,
I npEN such that d(p, a"o) < %8 and d(ano, b"o) < e+ 1/ny < e+ %8

Then d(p, ay) + Ay by) < 38+t 48 = e+ s = dp,B) = d(p,by)

But this contradicts the Triangle Inequality; hence d(p, B) = d(4,B).

24. Let A be a compact subset of a metric space (X,d) and let B be a closed subset of X
such that A N B = @. Show that d(4,B) > 0.

Solution:
Suppose d(4,B) = 0. Then, by the preceding problem,

3 pcAd such that d(p,B) = d(A,B) = 0

But B is closed and therefore contains all points whose distance from B is zero. Thus p € B and
so p € A N B. But this contradicts the hypothesis; hence d(A,B) > 0.
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25. Prove: Let f be a continuous function from a compact metric space (X, d) into a metric

space (Y,d*). Then [ is uniformly continuous, i.e. for every « > 0 there exists a § > 0
such that
d(z,y) <8 > d*(f(®),f(y)) < e

(Remark: Uniform continuity is a stronger condition than continuity, in that the §
above depends only upon the ¢ and not also on any particular point.)

Solution:
Let ¢ > 0. Since f is continuous, for each point p € X there exists an open sphere S(p,s,) such

that
x € S(p,8y) > flx) € S(f(p), o)

Observe that the class <4 = {S(p,8,): p € X} is an open cover of X. By hypothesis, X is compact
and hence also sequentially compact. Therefore the cover c4 possesses a Lebesgue number § > 0.

Now let «,7 € X with d(x,y) < §. But d(x,y) = d{z,y} < 8 implies {x,y} is contained in a
member S(py, Spo) of the cover A. Now

x,Y € S(P(), 81)0) é f(x)’ f(y) € S(f(pO): %E)

But the sphere S(f(py), 4¢) has diameter e. Accordingly,
diz,y) <8 > d(f@),fly) <e

In other words, f is uniformly continuous.

Supplementary Problems

COMPACT SPACES

26.

27,

28.

29.

30.

Prove: If E is compact and F is closed, then ENF is compact.

Let A,,...,A, be compact subsets of a topological space X. Show that A, U --- UA, is also
compact.

Prove that compactness is a topological property.

»
Prove Proposition 11.11: The class 7, is a topology on X_ and (X, T,) is a compactification of
(X,T). (Here (X_,T_) is the Alexandrov one-point compactification of (X, T).)

Prove Theorem 11.12: If (X,T) is a locally compact Hausdorff space, then (X_,T ) is a compact
Hausdorff space.

SEQUENTIALLY AND COUNTABLY COMPACT SPACES

31.

32.

33.

34.

35.

Show that sequential compactness is a topological property.

Prove: A closed subset of a sequentially compact space is sequentially compact.

Show that countable compactness is a topological property.

Suppose (X, T) is countably compact and T*=T. Show that (X, T*) is also countably compact.

Prove: Let X be a topological space such that every countable open cover of X is reducible to a finite
cover. Then X is countably compact.
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36. Prove: Let X be a T,-space. Then X is countably compact if and only if every countable open cover
of X is reducible to a finite cover.

37. Prove: Let X be a second countable T;-space. Then X is compact if and only if X is countably
compact.

TOTALLY BOUNDED SETS

38. Prove Proposition 11.15: A set A is totally bounded if and only if for every ¢ > 0 there exists a
decomposition of A into a finite number of sets each with diameter less than e.

39. Prove Proposition 11.16: Totally bounded sets are bounded.
40. Show that every subset of a totally bounded set is totally bounded.
41. Show that if A is totally bounded then A is also totally bounded.

42. Prove: Every totally bounded metric space is separable.

COMPACTNESS AND METRIC SPACES

43. Prove: A compact subset of a metric space X is closed and bounded.

44. Prove: Let f: X —>Y be a continuous function from a compact space X into a metric space Y.
Then f[X] is a bounded subset of Y.

45. Prove: A subset A of the real line R is compact if and only if A is closed and bounded.
46. Prove: Let A be a compact subset of a metric space X. Then the derived set A’ of A is compact.
47. Prove: The Hilbert cube I = {(a,): 0 = a, = 1/n} is a compact subset of R”.

48. Prove: Let A and B be compact subsets of a metric space X. Then there exist a € 4 and be B
such that d(a,b) = d(A, B).

LOCALLY COMPACT SPACES

49. Show that local compactness is a topological property.

50. Show that every discrete space is locally compact.

51. Show that every indiscrete space is locally compact.

52. Show that the plane R2 with the usual topology is locally compact.

53. Prove: Let 4 be a closed subset of a locally compact space (X, T). Then A with the relative topology
is locally compact.



Chapter 13

Connectedness

SEPARATED SETS

Two subsets A and B of a topological space X are said to be separated if (i) A and B
are disjoint, and (ii) neither contains an accumulation point of the other. In other words,
A and B are separated iff _ _

ANB=¢ and ANB =0
Example 1.1:  Consider the following intervals on the real line R:
A =(,1, B=(,2 and C = [23)
Now A and B are separated since A = {0,1] and B = [1,2], and so A n B and

A N B are empty. On the other hand, B and C are not separated since 2€ C
is a limit point of B, thus:

Bnc = [1,2]n[2,3 = {2} = O

Example 1.2: Consider the following subsets of the plane R
A = {Oy:4=y=1}
B {, ) : y =sin(l/x), 0 <z =1}

1

A B

1

—1 ]

Now each point in A is an accumulation point of B; hence A and B are not sepa-
rated sets.

CONNECTED SETS

A subset A of a topological space X is disconnected if there exist open sub-
sets G and H of X such that A N G and A N H are disjoint non-empty sets

whose union is A. In this case, G U H is called a disconnection of A. A setis
connected if it is not disconnected.

Observe that A=@ANGU@ANH) if ACGUH
and ® = (ANG)N(ANH) if GNHCA®

Therefore G U H is a disconnection of A if and only if
ANG #@, AnH + @, ACGUH, and GNHCA*

Note that the empty set @ and singleton sets {p} are always connected.

180



CHAP. 131" CONNECTEDNESS 181

NN,

Example 2.1: " The following subset of the plane R? is disconnected: ,
A = {&y: 22—y =4}

For the two open half-planes
/ G = {,:e<—1}y and H = {x,y):2>1}

form a disconnection of A as indicated in the diagram above.

Example 2.2:  Consider the following topology on X = {a,b,¢,d, e}:
- T - {X7 @’ {(’/, b’ c}} {C, d’ g}’ {c}}
Now A = {a,d, €} is disconnected. For let G = {a,b,¢} and H = {c,d, e}; then
\ A QG = {a} and A N H = {d, e} are non-empty disjoint sets whose union is 4.
(Observe that G and H are not disjoint.)

/
J

/\
The basic relationship between connectedness and separatlon follows:,
Theorem 13.1: A set is connected if and only if it is not the union of two non-empty
. separated sets. -

q

The following proposition 15 very useful
Proposition 13.2: If} A and B are connected sets which are not separated, then A U B is
connected. \ <

E{ample 23: Let A and B be the subsets of the plane R? defined and illustrated in Example 1.2.
We show later that A and B are each connected. But A and B are not separated;
hence, by the previous proposition, A U B is a connected set. e

& (

CONNECTED SPACES.

Connec‘tedness, like compactness, is an absolute property of a set; namely,

Theorem 13.3: Let A be a subset of a topological space (X, 7). Then A is connected with
respect to T if and only if A is connected with respect to the relative

topology T, on A.

Accordingly, we can frequently limit our investigation of connectedness to those topo-
logical spaces which are themselves connected, i.e. to connected spaces.
Example 3.1: Let X be a topological space which is disconnected, and let G U H be a dlsconnec-

tion of X then 5
= XNG)UXNH and (XNGNEXnH = @

But XNnG =G and XN H = H; thus X is disconnected if and only if there
exist non-empty open sets G and H such that
X=GUH and GNnH=9

In view of the discussion in the above example, we can give a snrnple charactemzatlon
of connected spaces. :

Theorem 13.4: A topological space X is connected if and only if (i) X is not the union
of two non-empty disjoint open sets; or, equivalently, (ii) X and Q) are
the only subsets of X which are both open and closed.

°©
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Example 3.2: Consider the following topology on X = {a,b,¢,d, e}:
T = {X, @, {a}, {c,d}, {a,c,d}, {b,c,d, e}}

Now X is disconnected; for {a} and {b, ¢, d, ¢} are complements and hence both open
and closed. In other words,
X = {a} U {b,cd,e}

is a disconnection of X. Observe that the relative topology on the subset
A = {b,d,e} is {4, D, {d}}. Accordingly, A is connected since A and @ are the
only subsets of A both open and closed in the relative topology.

Example 3.3: The real line R with the usual topology is a connected space since R and ) are the
only subsets of R which are both open and closed.

Example 34: Let f be a continuous function from a connected space X into a topological space Y.
Thus f:X - f[X] is continuous (where f[X]| has the relative topology).

We show that f[X] is connected. Suppose f[X] is disconnected; say G and H
form a disconnection of f[X]|. Then

f[X] = GUH and GnH = ¢
and so X = f1[GIUf-1[H] and [ L[GINnf 1[H = @
Since f is continuous, f~![G] and f~![H] are open subsets of X and hence form

a disconnection of X, which is impossible. Thus if X is connected, so is f[X].

We state the result of the preceding example as a theorem.

Theorem 13.5: Continuous images of connected sets are connected.

Example 3.5: Let X be a disconnected space; say, G U H is a disconnection of X. Then the

. 0 if €@ . . .
function f(x) = . is a continuous function from X onto the dis-
1 if x€H

crete space Y = {0,1}.

On the other hand, by Theorem 18.5, a continuous image of a connected space X cannot
be the disconnected discrete space Y = {0,1}. In other words,

Lemma 13.6: A topological space X is connected if and only if the only continuous func-
tions from X into Y = {0,1)} are the constant functions, f(z) = 0 or

flz) = 1.

CONNECTEDNESS ON THE REAL LINE
The connected sets of real numbers can be simiply described as follows:

Theorem 13.7: A subset E of the real line R containing at least two points is connected
if and only if E is an interval.

Recall that the intervals on the real line R are of the following form:
(a, b), (a,bl, [a,b), [a,b], finite intervals
(—»,a), (—=,al, (a, *), [a, *), (—=, =), infinite intervals
An interval E can be characterized by the following property:
a, bEE, a<zx<b > x€FE

Since the continuous image of a connected set is connected, we have the following generali-
zation of the Weierstrass Intermediate Value Theorem (see Page 53, Theorem 4.9):

Theorem 13.8: Let f: X > R be a real continuous function defined on a connected set X.
Then f assumes as a value each number between any two of its values.
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Example 4.1:  An interesting application of the theory of connectedness is the following “fixed-
point theorem”: Let I = [0,1] and let f:I —> 1 be continuous; then Ap € I such
that f(p) = p.

This theorem can be interpreted geometrically, Note first that the graph of
f:1I-1I lies in the unit square

2 = {{zy:0=c=1,0=y=1}

The theorem then states that the graph of f, which connects a point on the left
edge of the square to a point on the right edge of the square, must intersect the
diagonal line A at, say, (p, p) as indicated in the diagram.

Y

1

(p, P

COMPONENTS

A component E of a topological space X is a maximal connected subset of X: that is.
E is connected and E is not a proper subset of any connected subset of X. Clearly E is
non-empty. The central facts about the components of a space are contained in the
following theorem.

Theorem 13.9: The components of a tdpological space X form a partition of X, i.e. they
are disjoint and their union is X. Every connected subset of X is con-
tained in some component.

Thus each point p € X belongs to a unique component of X, called the component of p.
Example 5.1: If X is connected, then X has only one component: X -itself.

Example 5.2: Consider the following topology on X = {a,b,¢,d, ¢}:

‘T = {X’ @} {a}’ {c) d}, {al c} d}’ {b’ c’ d) e}}
The components of X are {a} and {b,c,d,e}. Any other connected subset of X,
such as {b,d, e} (see Example 3.2), is a subset of one of the components.

The statement in Example 5.1 is used to prove that connectedness is product invariant;
that is,

Theorem 13.10: The product of connected spaces is conynected.

Corollary 13.11: Euclidean m-space R™ is connected.

LOCALLY CONNECTED SPACES

A topological space X is locally connected at p € X iff every open set containing p
contains a connected open set containing p, i.e. if the open connected sets containing p
form a local base at p. X is said to be locally connected if it is locally connected at each
of its points or, equivalently, if the open connected subsets of X form a base for X.

Example 6.1:  Every discrete space X is locally connected. For if p € X, then {p} is an open
connected set containing p which is contained in every open set containing p.
Note that X is not connected if X contains more than one point.
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Example 6.2: Let A and B be the subsets of the plane R2 of Example 1.2, Now A U B ‘s a con-
nected set. But 4 U B is not locally connected at p = (0,1). For example, the
open disc with center p and radius 1 does not contain any connected neighbor-
hood of p. )

PATHS
J

Let I = {0,1], the closed unit interval. A path from a point o to a point b in a
topological space X is a continuous function f:I>X with f(0) = a and f(1) = b. Here
a is called the initial point and b is called the terminal point of the path. o ;

Example 7.1: For any p € X, the constant function e,:I—> X defined by e,(s) = p is continu-
’ ous and hence a path. It is called the constant path at p.
“Exaumple 7.2: &et f:I—- X be a path from a to b. Then the function ?: I - X defined by
(s) = f(1—s) is a path from b to a.
Example 73: Let f: I/—>X be a path from a to b ‘and let g:I1—>X be a path from b to e.

Ve Then the juxtaposition of the two paths f and g, denoted by f* g, is the function
f*g:I—>X defined by R
f(2s) if 0=s=4%

N - (Frg)s) = {g@s_l) i g=e=1

which is a path from @ to ¢ obtamed by followmg the path f from a to b and then
L following g from b.to c. s

ARCWISE CONNECTED SETS

A subset E of a topologlcal space X is said to be arcwise connected if for any two
points a,b € F there is a path f:I-> X from a to b which is contained in E, i.e.- f[I|] C E.
The maximal arcwise connected subsets of X, called arcwise connected components, form
a partition of X. The relationship between connectedness . and arcwise connectedness
follows: ;
" Theorem 13.12: Arcwise connected sets are connected

The converse of thls theorem is not true, as seen 1n the next example.
Example 8.1: (‘on51der the following subsets of the plane R2:
/ A= {@y:0=x=1, y=2u/n, n €N}
B = {(&0):=2=1}
Here A consists of the points on®the line seg- 14
ments joining the origin (0,0) to the points 3
(1,1/n), n € N; and B consists of the points on
the xz-axis between { and 1. Now A and B are 1 A
both arcwise connected, hence also connected.
‘Furthermore, A and B are not separated since 1
each p € B is a limit point of 4; and so A U B
is connected. But A U B is not arcwise con- B
 nected; in fact, there exists no path from any ‘
point in A to any point in B.

~

i

+ Foee

Example 8.2: Let A and B be the subsets of the plane R? defined in Example 1.2. Now A and B
‘ are continuous images of intervals and are therefore connected. Moreover, A and
B are not separated sets and so A U B is connected. But A U B is not arcwise

connected; in fact, there exists no path from a point in A to a point in B.
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The topology of the plane R? is an essential part of the theory of functions of a complex
variable. In this case, a‘region is defined as an open connected subset of the plane. The
following them:em plays an important role in this theory.

Theoremr 13.13: An open connected subset of the plane R? is arcwise connected.

HOMOTOPIC PATHS

Let f:1->X and ¢g:I—- X be two paths with the same initial point p € X and the
. same terminal point ¢ € X. Then [ is said to be homotopic to g, written f = g, if there
exists a -continuous function

: 4 H:2->X
such that -

H(s, 0) = f(s) H(0,t) = p
H(s,1) = 9(s) H(1,t) = q

as indicated in the adjacent diagram. We
then sax that f can be continuously deformed
‘into g.  The function H is called a homotopy
from f to g. ‘

Example 91: Let X ‘be the set of points between two concentric|circles (called an‘ annulus).

. Then the paths f and g,in the diagram on the left below are homotopic, whereas
\ the paths /" and g’ in the diagram on the right below are not homotopic.
— A 7 :

o
7
Example 9.2: - Let f:I—>X be any path. Then f =~ f, i.e. f is homotopic to itself. For the
function H:712-> X defined by ,
_ H(s,H) = f(s)
is a homotopyfrom f to f.
Exal\nb]e 9.3: Let f~g and, say, H:I2->X is a homotopy from f to g. Then the function
~ H I2 > X defined by
¢ . ‘H(S,) :H(S,l—t)
> is a homotopy from g to f, and so g =~ f.
Example 94: Let f~g¢g and g =~ h; say, F:I?2~> X is a homotopy from f to g and G: 2~ X
is®a homotopy from g to 2. The function H:I2 > X defined by
' F(s, 2t 0 =t=1
i Hs, 1 (.20 i 3
: Gs, 2¢—1) if L=¢t=1
J is a homotopy from f to k, and so f~h. The homotopy H can be interpreted
; geometrically as compressing the domains of F' and G into one square.
3

domain of G —= | ‘ ' %

l- =———— - =« domain of H

| [ NN
domain of F' w=s w 7
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The previous three relations imply the following proposition:

Proposition 13.14: The homotopy relation is an equivalence relation in the collection of
all paths from a to b.

SIMPLY CONNECTED SPACES

A path f:I- X with the same initial and terminal point, say f(0) = f(1) = p, is called
a closed path at p € X. In particular, the constant path e,: 1~ X defined by en(s) = p

is a closed path at p. A closed path f:7I-> X is said to be contractable to a point if it is
homotopic to the constant path.

Y

N

N ‘ ~ N
A topolo/gical space is simply connected iff every closed path in X is contractable to a
point. — T v

Example 10.1: = An open disc in the ﬁlane R? is simply connécted, whereéas an annulus is not simply

connected since there are closed curves, as indicated in the diagram, that are not
contractable to a point.

e

< .
simply connected . not simply connected
N N “

Solved Problems

SEPARATED SETS

1. Show that if A and B are non-empty separated sets, then 4 U B isdisconnected..

Solution:

Since A and B are separated, A N B = (D and AnB=¢@. Let G=Bc and H = Ac. Then
G and H d ’
and & are open an (AUB)NG = A and (AUB)nH = B

are non-empty disjoint sets whose union is A U B. Thus G and H form a disconnection of A U B,
and so A U B is disconnected.
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2.

Let G U H be a disconnection of A. Show that A N G and A N H are separated sets.

Solution:

Now A N G and A n H are disjoint; hence we need only show that each set contains no accumu-
lation point of the other, Let p be an accumulation point of 4 N G, and suppose p € A N H. Then
H is an open set containing p and so H contains a point of 4 N G distinct from p, i.e. (ANG) N H %= Q.
But

ANG)NANH) = @ = (AnG nH
Accordingly, p€ A N H.

Similarly, if p is an accumulation point of A N H, then p@A NG. Thus ANG and AnH
are separated sets.

S

Prove Theorem 13.1: A set A is connected if and only if A is not the union of two
non-empty separated sets.

Solution:

We show, equivalently, that A is disconnected if and only if A is the union of two non-empty
separated sets. Suppose A is disconnected, and let G U H be a ¥isconnection of A. Then A is the
union of non-empty sets A N G and A N H which are, by the preceding problem, separated. On the
other hand, if A is the union of two non-empty separated sets, then A is disconnected by Problem 1.

»

CONNECTED SETS

4.

Let G U H be a disconnection of A and let B be a connected subset of A. Show that
either BNH = (® or BNG = (), and so either BC G or B C H.

Solution:
Now B C A, and so

ACGUH > BCGUH and GNHCAc > GnHCBe

Thus if both B N G and B n H are non-empty, then G U H forms a disconnection of B. .But B is
connected; hence the conclusion follows.

Prove Proposition 13.2: If A and B are connected sets which are not separated, then
A U B is connected.
Solution:

Suppose A U B is disconnected and suppose G U H is a disconnection of 4 U B. Since A4 is a

connected subset of A U B, either A CG or A C H by the preceding problem. Similarly, either
Bc@Gor BCH.

Now if ACG and BCH (or BC G and A C H), then, by Problem 2,
(AUBY)NG@ = A and (AUB)NH = B

are separated sets. But this contradicts the hypothesis; hence either A UBCG or AUBCH,
and so G U H is not a disconnection of A U B. In other words, 4 U B is connected.

Prove: Let ¢4 = [A;} be a class of connected subsets of X such that no two members
of ¢4 are separated. Then B = U;A; is connected.

Solution:

Suppose B is not connected and G U H is a disconnection of B. Now each A; € o4 is connected
and so (Problem 4) is contained in either G or H and disjoint from the other. Furthermore, any two
members A11»A1‘2 € ¢4 are not separated and so, by Proposition 13.2, Ail U Ai2 is connected; then
Ail U Ai2 is contained in G or H and disjoint from the other. Accordingly, all the members of cA,
and hence B = U;A;, must be contained in either G or H and disjoint from the other. But this
contradicts the fact that G U H is a disconnection of B; hence B is connected,
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7. Prove: Let <4 = {A;} be a class of connected subsets of X with a non-empty inter-
section. Then B = U;A4; is connected.

Solution:
Since N;A4; #* @, any two members of o4 are not disjoint and so are not separated; hence, by
the preceding problem, B = U;A; is connected.

8. Let A be a connected subset of X and let A C BC A. Show that B is connected and
hence, in particular, A is connected.
“Solution:
Suppose B is disconnected and suppose G U H is a disconnection of B. Now A is a connected
subset of B and so, by Problem 4, either ANH = @ or ANG = @; say, AN H = (. Then
He is a closed superset of A and therefore A ¢ B C A c He. Consequently, Bn H = (. But this
contradicts the fact that G U H is a disconnection of B; hence B is connected.

CONNECTED SPACE/S, . .
9. Let X be a topological space. Show that the follogving conditions are equivalent:

(i) X is disconnected.
(ii) There exists a non-empty proper subset of X which is both open and closed

Solution: .
(i) = (ii): Suppose X = G U H where G and H are non-empty and open. Then G is a non-empty .
proper subset of X and, since G = H¢, G is both open and closed.

(ii) > (i): Suppose A is a non-empty proper subset of X which is both open and closed. Then Ac
is also non-empty and open, and X = A U A¢. Accerdingly, X is disconnected.

10. Prove Theorem 13.3: Let A be a subset of a topological space (X, T) and let T, be the
relative topology on A. Then A is T-connected if and only if A is T ,-connected.

Solution:

Suppose A is disconnected with G U H forming a T-disconnection of A. Now G,HET and so
ANG AnH € T,. Accordingly, AnG and AN H form a T ,-disconnection of A; hence A is
T 4-disconnected.

On the other hand, suppose A is T s-disconnected, say G* and H* form a T ,-disconnection of A.
Then G*,H*€ T, and so Y 4

G HeT such that G*=ANG and H* = AnH

But AnNG*=ANANG=AnG and AnNnH*=AnAnH=AnH

Hence G U H is a T-disconnection of A and so A is T-disconnected.

11. Let p,q € X. The subsets Ai,...,An of X are said to form a simple (finite) chain
joining p to ¢ if A: (and only A:) contains p, A. (and only A,) contains ¢, and
ANA =0 iff "L—]l > 1.

Prove: Let X be connected and let ¢4 be an open cover of X. Then any pair of
points in X can be joined by a simple chain consisting of members of cA.
Solution:

Let p be any arbitrary point in X and let H consist of those points in X which can be joined

to p by some simple chain consisting of members of c4. Now H # (), since p € H. We claim that
H is both open and closed and so H = X since X is connected.
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12.

13.

Let h€H. Then 3G, ...,G,E€cd which form a simple chain from h to p. But if
%€ Gy\ Gy, then Gy, ...,G, form a simple chain from « to p;and if y € Gy N Gy, then Gy, ...,G,,
form a simple chain from y to p, as indicated in the diagram below.

Thus G, is a subset of H, i.e. h C G, C H. Hence H is a neighborhood of each of its points, and
so H is open.

Now let g & Hc. Since ef is a cover of X, 3G € c4 such that g€ G, and G is open. If
GNnH > @, 3h€GnNnHCH and so 3Gy,...,G, €4 forming a simple chain from k to p.
But then either G,Gy,...,G,, Wwhere we consider the maximum % for which G intersects G, or
Gys .., Gy form a simple chain from g to p, and so g € H, a contradiction. Hence GnN H = ), and
S0 ¢ € G C He. Thus H¢ is an open set, and so He¢¢ = H is closed.

Prove Theorem 13.7: Let E be a subset of the real line R containing at least\ two
points. Then FE is connected if and only if E is an interval.
Solution: ‘ ¢

Suppose E is not an interval; then ,

3o, bEE, pEE such that a<p<b

Set G = (—»,p) and H = (p,»). Then' a €G and b€ H, and hence EN G and En H are
non-empty disjoint sets whose union is E. Thus E is disconnected.

Now suppose E is an interval and, furthermore, assume E is disconnected; say, G and H form a
disconnection of £. Set A = ENG and B =EnNH;, then E = AUB. Now A and B are non-
empty; say, ¢ €A, bE€B, a<b and p = sup{A n [a,b]}. Since [a,b] is a closed set, p € [a, b]
and hence p € E.

Suppose pEA = ENG. Then p<b and p €G. Since G is an open set

F35>0 such that pt+s€G and p+86<5b

Hence p+8 € FE andso p+5E A, But this contradicts the definition of p, i.e. p = sup{A N [a,b]}.
Therefore p € A.
On the other hand, suppose p € B = E N H. Then, in particuypar, p € H. Since H is an open set,

35*>0 such that [p—8%p]CH and a <p—és*

Hence [p— 6% p]CE and so [p—&* p]CB. Accordingly, [p—8*,pJnA = @. But then
p—38% is an upper bound for A N [e,b], which is impossible since p = sup{4 n [a,b]}. Hence
p &€ B. But this contradicts the fact that p € E, and so E is connected.

Prove (see Example 4.1): Let I = [0,1] and let f:I—>1 be continuous. Then Ap €1

such that f(p) = p.
Solution:

If f(0) =0 or f(1) =1, the theorem follows; hence we y
can assume that f(0) > 0 and f(1) <1. Since f is continu- G //
ous, the graph of the function oA

F:1->R definedby F(z) = (x,f(x)) -1 ~

is also continuous. //

Set G = {&,:xe<y}, H = {9y :y <x}; then /
(0,7(0)) € G, (1,f(1)) € H. Hence if F[I| does not contain a 7’ H
point of the diagonal //

A = {xy:x=y} = RR\(GUH) // F[I]

then G U H is a disconnection of F[I]. But this contradicts an T x
the fact that F[I], the continuous image of a connected set, is s
connected; hence F'[I] contains a point (p,p) €A, and so 4

f(p) = p.
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COMPONENTS
14. Show that every component E' is closed.

15.

16

.

17.

18

Solution:
Now E is connected and so, by Problem 6, E is connected, E C E. But E, a component, is a
maximal connected set; hence E = E, and so E is closed.

Prove: Let p€ X and let o4, = {4} be the class of connected subsets of X con-
taining p. Furthermore, let C, = U;A:.. Then: (i) C, is connected. (ii) If B is a
connected subset of X containing p, then B C C,. (iii) Cp is a maximal connected
subset of X, i.e. a component.

Solution:

(i) Since each A; € 4, contains p, p € N;4; and so, by Preblem 7, C, = U;A4; is connected.
(ii) If B is a connected subset of X containing p, then BE€ 4, and so BC C, = U{A;: 4, € cA,}.

(ili) Let C, C D, where D is connected. Then p € D and hence, by (ii), D C Cp; that is, C, = D.
Therefore C), is a component.

Prove Theorem 18.9: The components of X form a partition of X. Every connected
subset of X is contained in some component.
Solution: ¢

Consider the class ¢ = {C,: p € X} where C,,' is defined as in the preceding problem. We claim
that ( consists of the components of X. By the preceding problem, each C, € ( is a component. On
the other hand, if D is a component, then D contains some point p, € X and so D C Cl’o' But D is a
component; hence D = Cl’o'

We now show that ( is a partition of X. Clearly, X = U {C,: p € X}; hence we need only show
that distinct components are disjoint or, equivalently, if C, N C; 5 @, then C, = C;. Let a € C, N C,.
Then C, c C, and C, C C,, since C, and C, are connected sets containing a. But C, and C, are
components; hence C, = C, = C,,.

Lastly, if E is a non-empty connected subset of X, then E contains a point p, € X and so B C Cl70
by the preceding problem. If E = (), then E is contained in every component.

Show that if X and Y are connected spaces, then X XY is connected. Hence a finite
product of connected spaces is connected. @
Solution: .

Let p = (%,y;) and ¢ = (x,,¥,) be any pair of points in X X Y. Now {;} XY is homeo-
rorphic to Y and is therefore connected. Similarly, X X {y,} is connected.

But {2} XY nXX{y,} = {(x,¥p}); hence {x;} XY U X X {y,} is connected. Accordingly,
p and ¢ belong to the same component. But p and q were arbitrary; hence X X Y has one component
and is therefore connected.

Prove Theorem 13.10: The product of connected spaces is connected, i.e. connectedness
is a product invariant property.
Solution:

Let {X;:i{€1I} be a collection of connected spaces and let X = [[;X; be the product space.
Furthermore, let p = (a;: 1€ I) € X and let E C X be the component of p. We claim that every
point = = (x;:iE€I) € X belongs to the closure of E and hence belongs to E since E is closed.

Now let
G = JI{X;:i# 4, ..., 0) X Gi1 X eee X Gim

be any basic open set containing x € X. Now
H = [[{{ad:i*d, ... i) X X X -0 X xX;
is homeomorphic to Xil X e X Xim and hence connected. Furthermore, p € H and so H is a subset

of E, the component of p. But G N H is non-empty; hence G contains a point of E. Accordingly,
2 € E = E. Thus X has one component and is therefore connected.
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ARCWISE CONNECTED SETS

19.

20.

21.

22.

23.

24.

Let f:I-> X be any path in X. Show that f[I], the range of f, is connected.

Solution:
I =10,1] is connected and f is continuous; hence, by Theorem 135, f{I} is connected.

Prove; Continuous images of arcwise connected sets are arcwise connected.

Solution:

Let E C X be arcwise connected and let f: X = Y be continuous. We claim that f[E] is arewise
connected. For let p,g € f[E],- Then 3Ap* ¢* €E such that f(p*) =p and fl¢*) =q. But E is
arcwise connected and so

3 apath g: I - X such that g(0) = p*, g(1) = ¢* and g[I|CE

.
Now the composition of continuous functions is continuous and so fog:I—>Y is continuous.

Furthermore, )
fog(0) = f(p*) =p, fog(l)=fl¢g*)=q and fogll] = flg(l]] C fIE]

Thus f[E] is arcwise connected.

Prove Theorem 13.12: Every arcwise connected set A is connected.

Solution:
If A is empty, then A is connected.® Suppose A is not empty; say, pE€ A. Now A is arcwise
connected and so, for each a € A, there is a path f,: I>A from p to a. Furthermore,

a € fylc A andso A = U{f;ll:a€ 4}

But p € f,[I], for every o € A; hence N{f,[I]:a€ A} is non-empty. Moreover, each fo[I] is
connected and so, by Problem 7, A is connected.

Prove: Let c4 be a class of arcwise connected subsets of X with a non-empty inter-
section. Then B = U{A:A €4} is arcwise connected.
Solution:
Let a,b € B. Then
3 AL A, E A such that a€ A, bEA,

Now ¢4 has a non-empty intersection; say, p€ N{4: A€ c4}. Then p&€ A, and, since 4, is
arcwise connected, there is a path f:I->A,CB from a to p. Similarly, there is a path
g:I1-A,cB frof p to b. The juxtaposition of the two paths (see Example 7.3) is a path from
@ to b contained in B. Hence B is arcwise connected.

Show th\at an open disc D in the plane R? is arcwise connected.

Solution:
Let p = (ay, by), g = (a9, by) € D. The function f:I - R? defined by

fley = (ay+tas—ay), b+ t{by— b))

is a path from p to ¢ which is contained in D. (Geometrically, f[I] is the line segment connecting
p and ¢q.) Hence D is arcwise connected.

Prove Theorem 13.13: Let E be a non-empty open connected subset of the plane R?
Then E is arcwise connected.

Solution:
Method 1.

Let p € E and let G consist of those points in E which can be joined to p by a path in E. We
claim that G is open. For let ¢ € G CE. Now E is open and so 3 an open disc D with center ¢
such that ¢ € D c E. But D is arcwise connected; hence each point € D can be joined to g which
can be joined to p. Hence each point # € D can be joined to p, and so ¢q€ D c G. Accordingly,
G is open.
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Now set H = E \ G, i.e. H consists of those points in E' which cannot be joined to £ by a path
in E. We claim that H is open. For let ¢* € HCE. Since E is open, 3 an open disc D* with
center ¢* such that ¢* € D* C E. Since D* is arcwise connected, each x € D* cannot be joined
to p with a path in E, and so ¢* € D* C I_I Hence H is open.

But E is connected and therefore E cannot be the union of two non-empty disjoint open sets.
Then H = (), and so & = G is arcwise connected.

Method 2.
Since E is open, E is the union of open discs. But E is connected; hence, by Problem 11, 3 open
dises Sy,...,S, € E which form a simple chain joining any p € E to any ¢ € E. Let a; be the

center of S; and let b; € S; N S;;;. Then the polygonal arc joining p to a; to b to a,, ete., is contained
in the union of the discs and hence is contained in E. Thus E is arcwise connected.

TOTALLY DISCONNECTED SPACES

25.

26.

27.

A topological space X is said to be totally disconnected if for each pair of points
p,q € X there exists a disconnection G U H of X with p € G and ¢ € H. Show that
the real line R with the topology T generated by the open closed intervals (a,b] is
totally disconnected. -
Solution:

Let p,q€R; say, p<gq. Then G = (—=,p] and H = (p, ©) are open disjoint sets whese

union is R, i.e. G U H is a disconnection of R. But p € G and ¢ € H; hence (R,T) is totally dis-
connected.

Show that the set Q of rational numbers with the relative usual topology is totally
disconnected.
Solution:

Let p,q€& d,‘ say, p < q. Now there exists an irrational number a such that p <a <gq.

Set G = {x€Q: x<a} and H = {x €Q: = >a}. Then GUH is a disconnection of Q,
and p € G and ¢ € H. Thus Q is totally disconnected.

Prove: The components of a totally disconnected space X are the singleton subsets of X.

Solution:

Let E be a component of X and suppose p,¢q € E with p +* q. Since X is totally disconnected,
there exists a disconnection G U H of X such that p € G and q &€ H. Consequently, £ NG and
E N H are non-empty and so G U H is a disconnection of E. But this contradicts the fact that E is
a component and so is connected. Hence E consists of exactly one point.

LOCALLY CONNECTED SPACES

28.

Prove: Let E be a component in a locally connected space X. Then E is open.

Solution:
Let p € E. Since X is locally connected, p belongs to at least one open connected set G, But
E is the component of p; hence

PrEG,CE and so E = U{G,:pEE}

Therefore E is open, as it is the union of open sets.
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29.

30.

Prove: Let X and Y be locally connected. Then X X Y is locally connected.

Solution:
Now X is locally connected iff X possesses a base ‘B consisting of connected sets. Similarly,
Y possesses a base B* consisting of connected sets. But X X Y is a finite product; hence

{GX H: GeB, Hec B*}

is a base for the product space X X Y. Now each G X H is connected since G and H are connected.
In other words, X X Y possesses a base consisting of connected sets and so X X Y is locally connected.

Prove: Let {X:} be a collection of connected locally connected spaces. Then the
product space X = [], X, is locally connected.

Solution:
Let G-be an open subset of X containing p = (a;: {€I) € X. Then there exists a member of
the defining base B
B = Gi1 X oo X Gy X (X i 4, .. 0,00

such that p € BC G, and so a;, € Gik‘ Now each coordinate space is locally connected, and so there
exists connected open subsets Hik C Xik such that

. aileHil CGil, ey aimEHimC Gim

Set H = H,-1><---xHimxH{Xi:iséil,...,im}

Since each X; is connected and each H,-k is connected, H is also connected. Furthermore, H is open
and p€ Hc Bc G. Accordingly, X is locally connected.

Supplementary Problems

CONNECTED SPACES

31. Show that if (X, T) is connected and T* < T, then (X, T*) is connected.
\ 32, Show th:ﬁ if (X, T) is disconnected and T < T*, then (X, T*) is disconnected.

33. Show that every indiscrete space is connected.

34. Show, by a counterexample, that connectedness is not a hereditary property.

35. Prove: If A, A, ... is a sequence of connected sets such that A, and A, are not separated, A, and
A, are not separated, etc., then A; U A, U -+ is connected. '

36. Prove: Let E be a connected subset of a T,-space containing more than one element. Then E is infinite.

37. Prove: A topological space X is connected if and only if every non-empty proper subset of X has a
non-empty boundary.

COMPONENTS

38. Determine the components of a discrete space.

39. Determine the components of a cofinite space.

40. Show that any pair of components are separated.
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41. Prove: If X has a finite number of components, then each component is both open and closed.
42. Prove: If E is a non-empty connected subset of X which is both open an8 closed, then E is a component.

43. Prove: Let E be a component of Y and let f: X —>Y be continuous. Then f~![E] is a union of
components of X.

44. Prove: Let X be a compact space. If the components of X are open, then there are only a finite
number of them.

ARCWISE CONNECTED SETS

45. Show that an indiscrete space is arcwise connected.
46. Prove: The arcwise connected components of X form a partition of X.

47. Prove: Every component of X is partitioned by arcwise connected components.

MISCELLANEOUS PROBLEMS

48. Show that an indiscrete space is simply connected.
49. Show that a totally disconnected space is Hausdorff.

50. Prove: Let G be an open subset of a locally connected space X. Then G is locally connected.

51. Let A = {a,b} be discrete and let I = [0,1]. Show that the product space X=J]{4;:A, =A,iel}
is not locally connected. Hence locally connectedness is not product invariant.

52. Show that “simply connected” is a topological property.

53. Prove: Let X Dbe locally connected. Then'X is connected if and only if there exists a simple chain of
connectedQets joining any pair of points in X.



Chapter 14

Complete Metric Spaces

CAUCHY SEQUENCES

Let X be a metric space. A sequence (ai,as ...) in X is a Cauchy sequence iff for

every ¢> 0,
An €N suchthat n,m>ne > d@,an) <e

Hence, in the case that X is a normed space, (a.) is a Cauchy sequence iff for every > 0,

In €N suchthat n,m>n0 2 |jan—anl| <e

Example 1.1:  Let (a,) be a convergent sequence; say d, > p. Then (a,) is necessarily a Cauchy
sequence since, for every e > 0,
37 EN  suchthat =n>mny > da,p) < Le
Hence, by the Triangle Inequality,
nm>ny > da@nay) = da,p)tdlan,p) < et de=e

In other words, (a,) is a Cauchy sequence.

We state the result of Example 1.1 as a proposition.
Proposition 14.1: Every convergent sequence in a metric space is a Cauchy sequence.

The converse of Proposition 14.1 is not true, as seen in the next example.

Example 1.2: Let X = (0,1) with the usual metric. Then 4,4, 1, ...) is a sequence in X which
is Cauchy but which does not converge in X. .

Example 1.3:  Let d be the trivial metric on any set X and let (a,) be a Cauchy sequence in (X, d).
Recall that d is defined by

sy = [0 iFa=v
B = N1 it a=b

Let ¢ = 4. Then, since (a,) is Cauchy, 3 ny € N such that
nmM>ng D> a0y <y P a4, = ay
In other words, {(a,) is of the form (a;,a,, ..., s Dy Py Py - s i.e. constant from

some term on.

Example 1.4: Let (p;, vy, ...) be a Cauchy sequence in Euclidean m-space R™; say,
p1 = (a{”, ..., a{™), Py = (afV, ..., a{™),
The projections of (p,) into each of the m coordinate spaces, i.e.,
(aiVafVafd, o0, o, (@™, g™ e, L) (1)
are Cauchy sequences in R, for, let ¢ > 0. Since (p,) is Cauchy, 3 ng € N such that
78>my > dp,p)? = laP —aPRA+ o+ e —a(™R < &2
Hence, in particular,
rs>ny > [P —aPR<ee L, [al™ —qg™P2 <2

r

In other words, each of the m sequences in (1) is a Cauchy sequence.

195
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COMPLETE METRIC SPACES

A metric space (X, d) is complete if every Cauchy sequence (a,) in X converges

to a point p € X.

Example 2.1: By the fundamental Cauchy Convergence Theorem (see Page 52), the real line R
with the usual metric is complete.

Example 2.2: Let d be the trivial metric on any set X. Now (see Example 1.3) a sequence (a,)
in X is Cauchy iff it is of the form (a,, a,, ce U DD Py ), which clearly con-

verges to p € X. Thus every trivial metric space is complete.

Example 2.3: The open unit interval X = (0,1) with the usual metric is not complete since
(see Example 1.2) the sequence (1,1,1,...) in X is Cauchy but does not converge
to a point in X.

Re\ﬁlark: Examples 2.1 and 2.3 show that completeness is not a topological property;
for R is homeomorphic to (0,1) even though R is complete and (0,1) is not.

Example 24: Euclidean m-space R™ is complete. For, let (p;, Py, ...) be a Cauchy sequence in

R™ where
[¢)
10

— — (1)
P = (a L] a{m)>, P2 = (az IR az(m)>!

Then (see Example 1.4) the projections of (p,) into the m coordinate spaces are
Cauchy; and since R is complete, they converge:
(a{V, L T (ai’"), al™, ...y > by

Thus (p,) converges to the point ¢q = (by, ..., b,) € R™, since each of the m pro-
jections converges to the projection of ¢ (see Page 169, Theorem 12.7).

PRINCIPLE OF NESTED CLOSED SETS

Recall that the diameter of a subset A of a metric space X, denoted by d(4), is defined
by d(A) = sup {d(a,a’): a,a’ € A} and that a sequence of sets, Ai, As, ..., Iis said to be
nested if 41D A4.D -

The next theorem gives a characterization of complete metric spaces analogous to the
Nested Interval Theorem for the real numbers.

Theorem 14.2: A metric space X is complete if and only if every nested sequence of
non-empty closed sets whose diameters tend to zero has a non-empty
intersection.

In wther words, if A1 D A:D --- are non-empty closed subsets of a complete metric
space X such that lim d(4.) = 0, then N7, A» # ; and vice versa.

n—+ o0

The next examples show that the conditions lim d(4.) = 0 and that the A; are
closed, are both necessary in Theorem 14.2. e

Example 3.1: Let X be the real line R and let A, = [r, ). Now X is complete, the 4, are closed,
and 4; D4, D +--. But ng, 4, is empty. Observe that lim d(4,) = 0.

T =r 0

Example 3.2: Let X be the real line R and let A, = (0,1/n]. Now X is complete, A; D 4, D -+,
and lim d(4,) =0. But nj_, A, isempty. Observe that the A, are not closed.

n—+ o

COMPLETENESS AND CONTRACTING MAPPINGS

Let X be a metric space. A function f:X->X is called a contracting mapping if
there exists a real number o, 0 =a <1, such that, for every p,q € X,

d(f(p), f(@)) = ad(p,q) < d(p,q)

Thus, in a contracting mapping, the distance between the images of any two points is
less than the distance between the points.
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Example 41: Let f be the function on Euclidean 2-space R?, ie. f: R? > R?, defined by f(p) = {p.
Then f is contracting, for

d(f), fle) = lIfe) —fDl = llip — 14|l
= $lp—dl = 4dp, 9
?
f(p)
flq) q

If X is a complete metric space, then we have the following “fixed point” theorem which
has many applications in analysis.

Theorem 14.3: If f is a contracting mapping on a complete metric space X, then there
exists a unique point p € X such that f(p) =0p.

COMPLETIONS

A metric space X* is called a completion of a metric space X if X* is complete and
\X is isometric to a dense subset of X*.

Example 5.1: The get R of real numbers is a completion of the set Q of rational numbers, gince R
! is complete and Q is a dense subset of R.

We now outline one particular construction of a completion of an arbitrary metric
space X. Let C[X] denote the collection of all Cauchy sequences in X and let ~ be the
relation in C[X] defined by

(@n) ~ (byy iff  lim d(as, bs) = 0

t2]

Thus, under “~
“limit”,

Lemma 14.4: The relation ~ is an equivalence relation in C[X].

we identify those Cauchy sequences which “should” have the same

Now let X* denote the quotient set C[X]/~, i.e. X* consists of equivalence classes [(a»)]
of Cal,‘chy sequences (a.) € C[X]|. Let e be the function defined by

e(l(an)], [(bx)]) = lim d(ax, ba)
where [(an)], [(bn)] € X*. ne

Lemma 14.5: The function e is well-defined, ie. (a.)~ (a*) and (ba) ~ (by) implies
lim d(as, b.) = lim d(a}, b¥).

N=rco

In other words, e does not depend upon the particular Cauchy sequence chosen to
represent any equivalence class. Furthermore,

Lemma 14.6: The function e is a metric on X*.
Now for each p € X, the sequence (p,p,p,...) € C[X], ie. i8 Cauchy. Set
P =1pp ..01 and X = (B:peX)
Then X is a subset of X*.

Lemma 14.7: X is isometric to X , and X is dense in X*.

Lemma 14.8: Every Cauchy sequence in X* converges, and so X* is a completion of X.
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Lastly, we show that
Lemma 14.9: If Y* is any completion of X, then Y* is isometric to X*.

The previous lemmas imply the following fundamental result.

Theorem 14.10: Every metric space X has a completion and all completions of X are
~isometric.

In other words, up to isometry, there exists a unique completion of any metric space.

BAIRE’S CATEGORY THEOREM

Recall that a subset A of a topological space X is nowhere dense in X iff the interior
of the closure of A is empty:

int(d) = @

Example 6.1: The set Z of integers is a nowhere dense subset of the real line R. For Z is closed,

i.e. Z =Z, and its interior is empty; hence
int(Z) = int(Z) = @
Similarly every finite subset of R is nowhere dense in R.
On the other hand, the set Q of rational numbers is not nowhere dense in R
since the closure of Q is R and so
int@ = intR) =R = @
|
A topological space X is said to be of first category (or meager or thin) if X is the
countable union of nowhere dense subsets of X. Otherwise X is said to be of second
category (or non-meager or thick).

Example 6.2: The set Q of rational numbers is of first category since the singleton subsets {p}
of Q are nowhere dense in Q, and Q is the countable union of singleton sets.

In view of Baire’s Category Theorem, which follows, the real line R is of second
category.

Theorem (Baire) 14.11: Every complete metric space X is of second category.

CQMPLETENESS AND COMPACTNESS

Let A be a subset of'a metric space X. Now A is compact iff A is sequentially compact
iff every sequence (a.) in A has a convergent subsequence (a; ). But, by Example 1.1, (a:)
is a Cauchy sequence. Hence it is reasonable to expect that the notion of completeness is
related to the notion of compactness and its related concept: total boundedness.

We state two such relationships:

Theorem 14.12: A metric space X is compact if and only if it is complete and totally
bounded.

Theorem 14.13: Let X be a complete metric space. Then A C X is compact if and only if
A is closed and totally bounded.

CONSTRUCTION OF THE REAL NUMBERS

The real numbers can be constructed from the rational numbers by the method
described in this chapter. Specifically, let Q be the set of rational numbers and let R be
the collection of equivalence classes of Cauchy sequences in Q:
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R = {[{an]: (a.) is a Cauchy sequence in Q)
Now R with the appropriate metric is a complete metric space.

Remark: Let X be a normed vector space. The construction in this chapter gives us

a complete metric space X*. We can then define the following operations of

. vector addition, scalar multiplication and norm in X* so that X* is, in fact, a
complete normed vector space, called a Banach space:

1) Kan)] + [(D)] = Kan+b)] (i) kan] = Kkaw] (i) ||[(@x]]] = 32’2”(11:”

Solved Problems

CAUCHY SEQUENCES

1. Show that every Cauchy sequence (a.) in a metric space X is totally bounded (hence

also bounded).
Solution:

Let ¢ > 0. We want to show that there is a decomposition of {a,} into a finite number of sets,
each with diameter less than e. Since (a,) is Cauchy, 3 n, €N such that

nm>n > dla,a,) <e

Accordingly, B = {“no+1: Qpg+20 ...} has diameter at most e. Thus {a}, ..., {ano}, B is a finite
decomposition of {a,} into sets with diameter less than ¢, and so (a,) is totally bounded.

2. Let (ai,as, ...) be a sequence in a metric space X, and let
Ay = {ay,as ...}, A2 = {azas ...}, As= {as,a4,...},

Show that (a.) is a Cauchy sequence if and only if the diamelers of the A, tend to zero,
ie. lim d(4.) = 0.

e N—+r 0
Solution:
Suppose (a,) is a Cauchy sequence. Let ¢ > 0. Then

37 €EN  suchthat 2,m>ny > dla,, ay) <e

Accordingly, n>mny, > d4,)<e andso lim (4,) =0

n~—rco

On the other hand, suppose lim d(4,) = 0. Let ¢>0. Then
n=— oo

A nEN such that d(Anoﬂ) <e

Hence nm>ny > ayty € A 41 > dag,a,) <e

and so (a,) is a Cauchy sequence.

3. Let (ajas ...) be a Cauchy sequence in X and let (a:,as, ...) be a subsequence of
(@x). Show that lim d(a.,a:;) = 0.

-2

Solution:
Let ¢ > 0. Since (a,) is a Cauchy sequence,

AnEN such that nm>n,—1 2 dlaga,) <e

Now 1, 0 = Mo > Mg~ 1 and therefore d(ano, aino) <e In other words, 1}1_130 d(a,, u,in) = 0.



200 - COMPLETE METRIC SPACES [CHAP. 14

4. Let (ai,as ...) be a Cauchy sequence in X and let (@i, ., ...) be a subsequence of
(a.) converging to p € X. Show that (a.) also converges to p.
Solution:
By the Triangle Inequality, d(a,, p) = d(a,, a,-n) + d(ain, p) and therefore

lim d(a,,p) = lim d(a,e;) + lm d(a; ,p)
ne— n o0 n

n— 0

Since a, =P lim d(a,-n, p) = 0 and, by the preceding problem, lim d(a,, ain) = 0. Then
n =~ n = o0

lim d{a,,p) = 0 andso a,—p

N0

5. Let (b, bz ...) be a Cauchy sequence in a metric space X, and let (a as, ...) be a
sequence in X such that d(a., b.) < 1/n for every n € N.
(i) Show that (a.) is also a Cauchy sequence in X.
(i1} Show that (a.) converges to, say, p € X if and only if (b,) converges to p.

Solution:
(i) By the Triangle Inequality,

(s a‘n) = d(am, bm) + d(bp, bn) + d(bn’ a,)

Let ¢ > 0. Then 3 m; €N such that 1/n; < 3. Hence
n,m > ny $ d(am) a’n) < E/3 + d(bm7 bn) + 5/3

By hypothesis, (by, by, ...) is a Cauchy sequence; hence
A n, €N such that n,m>ny > dby, by < €/3

Set ng = max {n;, ny}. Then
nm>ny P dag,a,) < /83+¢/3+ /3 = ¢

Thus (a,) is a Cauchy sequence.

(ii) By the Triangle Inequality, d(b,,p) = d(b,, a,) + d{a,, p); hence
lim d(b,,p) = lim d(b,,a,) + lim (@, p)
N=~r 0 n=+m

n=-+ 0

But lim d(b, a,) = lim (1/n) = 0. Hence, if a, > p, lim d(b,,p) = lim (a,p) = 0 and so
n=+ o0 n=— 0 n=+ G

n=—+ o0
(b,) also converges to p.
I

Similarly, if b, - p then a, - p.

COMPLETE SPACES
6. Prove Theorem 14.2: The following are equivalent: (i) X is a complete metric space.
(ii) Every nested sequence of non-empty closed sets whose diameters tend to zero has
a non-empty intersection. '
Solution:
) > (i):
Let A, DA,D -+ be non-empty closed subsets of .X such that lim d(4,) = 0. We want to

prove that N, A, = (. Since each A; is non-empty, we can choose a sequence
(@y, Qg, ...) such that a; €Ay, ay € A,,

We claim that (a,) is a Cauchy sequence. Let ¢ > 0. Since lim d(4,) = 0,

n=—x
I ngEN such that d(Ano) <e
But the A; are nested; hence
nm>n, » A,A,C A"o > ag,a,€ A"o > dla,, ay) < e

Thus (a,) is Cauchy.
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Now X is complete and so (a,) converges to, say, p € X. We claim that pE€ N,A, Suppose

not, i.e. suppose
1 kEN such that p&A,

Since A, is a closed set, the distance between p and A is non-zero; say, d(p,A;) = § > 0. Then
A, and the open sphere S = S(p, 18) are disjoint. Hence

n>k ? a’neAk $ aneS(p,—%S)
This is impossible since a, = p. In other words, p€ N, 4, and so Ny, 4, is non-empty.
(i) > (i)
Let {(@a,,a, ...) be a Cauchy sequence in X. We want to show that {a,) converges. Set

Ay = {ay,ay ...}, A, = {as,a;3 ...},

ie. Ay = {a,:n=k}, Then A;DAy,D -+ and, by Problem 2, lim d(4,) = 0. Furthermore,
since d(d) = d(A), where A is the closure of A, A;DA,D - is g_éaéquence of non-empty closed

sets whose diameters tend to zero. Therefore, by hypothesis, N, 4, * @; say, p€ ﬂnfin. We claim

that the Cauchy sequence (a,) converges to p.
Let « > 0. Since lim d(4) = 0,
n=roc

I nEN such that d(/ino) <e

and so n>n, > a,p€ A"o > dia,p) <e

In other words, (a,) converges to p.

Let X be a metric space and let f: X > X be a contracting mapping on X, i.e. there
exists « €R, 0= <1, such that, for every p,q € X, d(f(p),f(q)) = ad(p,q). Show
that f is continuous.

Solution:
We show that f is continuous at each point x, € X. Let ¢ > 0. Then

dlw,xg) <e > d(f(x), flxg) = ad(@,2g) = ae < ¢
and so f is continuous.

Prove Theorem 14.3: Let f be a contracting mapping on a complete metric space X, say
d(f(a), (b)) = ad(a,d), 0=a<1
Then there exists one and only one point p € X such that f(p) = p.

Solution:
Let ¢y be any point in X. Set
a; = flag), as = flag) = fAay), ..., ay = fla,—y) = f(ay),
We claim that (@, @y, ...) is a Cauchy sequence. First notice that
d(fstt(ag), fiag)) = ad(fstt~1(ag), ft=1(ag)) = -+ = atd(fs(ay), ag)

= at[d(ag, flap) + d(f(a), 2(ap) + -+ + d(fs=1(ao), /*(ao)]
But d(fit1(ay), fi(ag)) = &t d(f(ay), ay) and so

d(fs+t(a), fH(ag) = atd(f(ag),ag) (1 + a+ a2+ =+ + as=1)
ot d(f(ag), ag) [1/(1 - o)]
since 1+a+a2+ - +a571) = 1/(1 - o).

|

I\
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Now let ¢ > 0 and set
(1 —a) if d(f(ag),a0) =0
e(1 — a)/d(f(ag), @) if d(f(ag), ag) # 0
Since « <1, 3 ng €N such that o < 3§
Hence if r = s > n,,
dlag, ) = of [1/(1 — o)) d{f(ag), @) < S8[1/(1—a)] d(flay),ay) = e
and so {(a,) is a Cauchy sequence.

Now X is complete and so (a,) converges to, say, p € X. We claim that f(p) = p; for f is con-
tinuous and hence sequentially continuous, and so

n=—>x

fp) = f< lim a,,> — lim flay) = lim ay., = p

Lastly, we show that p is unique. Suppose f(p) =p and f(q) = q; then

d(p,q) = d{f(p),flg)) = a«d(p,q)
But a < 1; hence d(p,q) = 0, ie. p = q.

COMPLETIONS

9. Show that (a.) ~ (b,) if and only if they are both subsequences of some Cauchy
sequence (Cn).

Solution:
Suppose (a,) ~ (b,), ie. lim d(a, b,) = 0. Define {(c,) by
n=—
. = Cryn if n is even
* b%(n+1) if n is odd
Thus (¢, = (by,a, by, a9, ...). We claim (¢,) is a Cauchy sequence. For, let ¢> 0; now

3 %, EN suchthat m,n>n; > dloy e, < le
2 n, €EN  suchthat m,n > ny, > d(by, b, < de
3 n3 €N such that n>ng > dla,b,) < le

Set ny = max (ny,ny,ng). We claim that
m,m > 2ny > dieg, ) <e

Note that m>2ny > dm > mg Hm+1) > nymg

Thus MM even D Oy = Gypm Cp = Gy > dlep,cy) < Le <e
myn odd P €n = byymany Cn = by > dlem 6) < fe <

meven, n odd > €y = G € = by >
d(cm: cn) = d(a%mr b%m) + d(bl/zmybl/z(n+l)) < %5 + %5 = €
and so {(¢,) is a Cauchy sequence.

Conversely, if there exists a Cauchy sequence (¢,) for which (a,) = (c,-n) and (b,) = (ckn), then

lim d(a,,b,) = lim d(cjn’ Ckn) =0
1=+ 00

n-+ 0

since (¢,) is Cauchy and n — = implies j,, k, > «=.

10. Prove Lemma 14.5: The function e is well-defined, i.e. (a.) ~ (@) and (b.) ~ (b
implies lim d(a., b,) = lim d(a*, b)).

n=—+«x

Solution:
Set r = lim d(a,, b,) and r* = lim d(a}, b)), and let ¢> 0. Note that
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11.

12.

13.

14.

d(ap, by) = d(ay, a3) + d(ay, b3) + d(b}, b,)

Now 37, EN such that =n>mn; = d(a, a¥) < /3
373 €N suchthat =n>mny, > db,»b)) <3
3 n3€EN  suchthat n>n; > ld(a*, b)) —r*| < /3

Accordingly, if n > max (ny, ny, n3), then

da,, b,) < r* + ¢ and so lim d(a,,b,) = r = r* + ¢

ne=—r
But this inequality holds for every ¢ > 0; hence » = #*. In the same manner we may show that
r* = p; thus r = r*,

Let (a.) be 2 Cauchy sequence in X. Show that « = [{a.)] € X* is the limit of the
sequence (al,ag, ...) in X. (Here X = {p =[p,p,p,..01:p EX})

Solution:
Since (a,) is a Cauchy sequence in X,

lim e(@,,a) = lim <1im d(am,an)> = lim d(ama,) = 0
me=—+ o M= n=r o0 me=— o
T —r oo

Accordingly, (&;) - a

Prove Lemma 14.7: X is isometric to )2', and X is dense in X*.

Solution:
For every p,q € X, .~
e(p,q) = lim d(p,q) = d(p,q)

n- oo
and so X is isometric to X We show that X is dense in X* by showing that every point in X* is the
limit of a sequence in X Let o = [{(a;,@5, ...)] be an arbitrary point in X*. Then (an> is a Cauchy
sequence in X and so, by the preceding problem, « is the limit of the sequence (al, a2, ...y in X.
Thus X is dense in X*,

Prove Lemma 14.8: Every Cauchy sequence in (X*,¢) converges, and so (X*,e) is a
completion of X.

Solution: ~
Let (aj,ay, ...) be a Cauchy sequence in X*. Since X is dense in X*, for every n € N,
A
33,€X suchthat (@, a,) < 1/n
Then (Problem 5) (31, 62, ...y is also a Cauchy sequence and, by Problem 12, (81,32, ...) converges

to B8 = [{gy,ay, ...)] € X*. Hence (Problem 5) (a,) also converges to B and therefore (X*,e) is
complete.

Prove Lemma 14.9: If Y* is a completion of X, then Y* is isometric to X*.

Solution:

We can assume X is a subspace of Y*. Hence, for every p € Y*, there exists a sequence
(@, @y, ...) in X converging to p; and in particular, (a,) is a Cauchy sequence. Let f:Y* > X* be
defined by

f(p) = Kagag, ...)]
Now if (a ...Y € X also converges to p, then
lim d(ap,ef) = 0 and so [a)] = [ei)]

nN=—r 0
In other words, f is well-defined.

Furthermore, f is onto. For if [(by, by, ...)] € X*, then (b, b, ...) is a Cauchy sequence in
X CY* and, since Y* is complete, (b,) converges to, say, ¢ € Y*. Accordingly, f(¢) = [(by].
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Now let p,q € Y* with, say, sequences (a,) and (b,) in X converging, respectively, to p and gq.
Then

G, f@) = M@, () = lim dlay, ) = d( lim oy lim b)) = do,0

n— 0

Consequently, f is an isometry between Y* and X*.

BAIRE’S CATEGORY THEOREM
15. Let N be a nowhere dense subset of X. Show that N¢ is dense in X.

Solution: _
Suppose N¢ is not dense in X, i.e. 3 p € X and an open set G such that
pEG and GnNe = ¢

Then p€EGCN and so p € int(N). But this is impossible since N is nowhere dense in X, i.e.
int (N) = ). Therefore N¢ is dense in X.

16. Let G be an open subset of the metric space X and let N be nowhere dense in X. Show
that there exist p € X and § > 0 such that S(p,8) CG and S(p,8) "N = Q.
Solution: .

Set H=GnNN¢. Then HCG and HN N = (. Furthermore, H is non-empty since G is

open and Ne¢ is dense in X; say, p € H. But H is open since G and N¢ are open; hence 3§ > 0 such
that S(p,8) c H. Consequently, S(p,8) C G and S(p,8) " N = Q.

17. Prove Theorem 14.11: Every complete metric space X is of second category.

Solution:
Let M C X and let M be of first category. We want to show that M # X, ie. 3 p€ X such
that p € M. Since M is of first category, M = N, U N, U -+ where each N, is nowhere dense in X.

Since N; is nowhere dense in X, 3a; € X and §;, >0 such that S(a,8;) N N; = @. Set
e, = 8;/2. Then
Sla,e) "Ny = @
Now S(ay,¢) is open and N, is nowhere dense in X, and so, by Problem 16,
3a,€X and §,> 0 such that S(as, §3) € S(ay,e1) C S(ay,e1) and S(as, 85) NNy, = O
Set e, = §,/2 = €,/2 = §;/4. Then
S(ay, e5) C S(ay, €) and S(ag, e2) "N Ny = @

Continuing in this manner, we obtain a nested sequence of closed sets

S(al,sl) 2 S(az, 62) ] S(a3, 63) D oeee
such that, for every n € N, S(ap,e,) "N, = @ and €, = §,;/2n

Thus lim ¢, = lim §;/2® = 0 and so, by Theorem 14.2,

n=+x n= 0

IpEX such that » € Ny S(a,,e,)

Furthermore, for every n € N, p € N, and so p& M.

COMPLETENESS AND COMPACTNESS
18. Show that every compact metric space X is complete.

Solution:

Let (a;,ay, ...) be a Cauchy sequence in X. Now X is compact and so sequentially compact;
hence (a,) contains a subsequence (@i, @iy, - - 2) which converges to, say, p € X. But (Problem 4)
(a,) also converges to p. Hence X is complete.
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19.

20.

21.

Let E be a totally bounded subset of a metric space X. Show that every sequence
{an) in E' contains a Cauchy subsequence.
Solution:

Since E is totally bounded, we can decompose E into a finite number of subsets of diameter less

than ¢ = 1. One of these sets, call it A,, must contain an infinite number of the terms of the

sequence; hence
34 EN such that a; €A,

Now A, is totally bounded and can be decomposed into a finite number of subsets of diameter

less than e = 4. Similarly, one of these sets, call it A,, must contain an infinite number of the

terms of the sequence; hence

34,EN such that 4, > 7; and a;, € A,
Furthermore, A, C A;.

We continue in this manner and obtain a nested sequence of sets
E>A DAy, D -+ with dA4) <1/n

and a subsequence <ai1’ai2’ ...y of (a,) with aine A,. We claim that (ain> is a Cauchy sequence.

For, let ¢ > 0; then
A nEN such that 1/ny < e and so d(A"o) <e

Therefore gy > i"o > a e € A,,0 > d(aim, din) < e

Prove Theorem 14.12: A metric space X is compact if and only if X is complete and
totally bounded.

Solution:

Suppose X is compact. Then, by Problem 15, X is complete and, by Lemma 11.17, Page 158,
X is totally bounded.

On the other hand, suppose X is complete and totally bounded. Let (a, @, ...) be a sequence
in X. Then, by the preceding problem, (a,) contains a Cauchy subsequence C which converges
since X is complete. Thus X is sequentially compact and therefore compact.

Prove Theorem 14.13: ILet A be a subset of a complete metric space X. Then the
following are equivalent: (i) A is compact. (ii) A is closed and totally bounded.
Solution:

If A is compact, then by Theorem 11.5 and Lemma 11.17 it is closed and totally bounded.

Conversely, suppose 4 is closed and totally bounded. Now a closed subset of a complete space is
complete, and so A is complete and totally bounded. Hence, by the preceding problem, A is compact.
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Supplementary Problems

COMPLETE METRIC SPACES

22. Let (X, d) be a metric space and let ¢ be the metric on X defined by e(a,b) = min {1, d(a, b)}. Show )
that (a,) is a Cauchy sequence in (X, d) if and only if (a,) is a Cauchy sequence in (X, e).

23. Show that every finite metric space is complete.
24. Prove: Every closed subspace of a complete metric space is complete.
25. Prove that Hilbert Space (l,-space) is complete.

26. Prove: Let B(X,R) be the collection of bounded real-valued functions defined on X with norm

Il = sup{|f(@) : x € X}
Then B(X, R) is complete.

27. Prove: A metric space X is complete if and only if every infinite totally bounded subset of X has an
accumulation point. ‘

28. Show that a countable union of first category sets is of first category.

29. Show that a metric space X is totally bounded if and only if every sequence in X contains a Cauchy
subsequence.

30. Show that if X is isometric to Y and X is complete, then Y is complete.

MISCELLANEOUS PROBLEM

31. Prove: Every normed vector space X can be densely embedded in a Banach space, i.e. a complete
normed vector space. (Hint: See Remark on Page 199).



Chapter 15

Function Spaces

FUNCTION SPACES

Let X and Y be arbitrary sets, and let F(X,Y) denote the collection of all functions

from X into Y. Any subcollection of F(X,Y) with some topology T is called a function
space.

We can identify ¥(X,Y) with a product set as follows: Let Y, denote a copy of Y
indexed by x € X, and let F denote the product of the sets Y., i.e.,

F = J[{Y.: z€X}
Recall that F consists of all points p = (a,: x € X) which assign to each x € X the element
a: € Y. =Y, ie. F consists of all functions from X into Y, and so F = F(X,Y).

Now for each element x € X, the mapping e. from the function set ¥(X,Y) into Y
defined by
e(f) = f(x)

is called the evaluation mapping at x. (Here f is any function in F(X,Y), ie. f:X->Y)
Under our identification of ¥(X,Y) with F, the evaluation mapping e. is precisely the
projection mapping =, from F into the coordinate space Y.=Y.

Example 1.1:  Let F(I,R) be the collection of all real-valued 4

functions defined on I = [0,1], and let
f,9,h € F(I,R) be the functions

fl@) = x2, g(x) = 2¢x+ 1, h(z) = sinza g
Consider the evaluation function e;: F(I,R)>R 2
at, say, 7 = 4. Then /

' e(f) = fU) = . i

)= = ;
elg) = g() = 9(%) = 2
ei(h) = R(j) = Q) =1 0 /j 1
Graphically, e;(f), ¢;(g) and ¢;(h) are the points
where the graphs of f, g and & intersect the _14 R].
vertical line E; through « = j.

POINT OPEN TOPOLOGY

Let X be an arbitrary set and let ¥ be a topological space. We first investigate
the product topology T on #(X,Y) where we identify F(X,Y) with the product set
F = H {Y,:x € X} as above. Recall that the defining subbase of of the product topology
on F consists of all subsets of F of the form

w6l = {f: neylf) € G

%o
where zo € X and G is an open subset of the coordinate space Y., =Y. But meo(f) =
ex,(f) = f(x0), where e, is the evaluation mapping at xo € X. Hence the defining subbase
o of the product topology T on ¥(X,Y) consists of all subsets of F(X,Y) of the form

207
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{f: f(xo) € G}, i.e.:all functions which map an arbitrary point xz, € X into an arbitrary
open set G of Y. We call this product topology on ¥(X,Y), appropriately, the point open
topology. ' ,

Alternatively, we can define the point open topology on F(X,Y) to be the coarsest
topology on F(X,Y) with respect to which the evaluation functions e.: F(X,Y)>Y are
continuous. This definition corresponds directly to the definition of the product topology.

Example 2.1: Let 7 be the point open topology on
F(I,R) where I = [0,1]. As above, mem-
bers of the defining subbase of T are of

he f
the form = fy) € 6

where 7, € I and G is an open subset of R.
Graphically, the above subbase element
consists of all functions passing through 0
the open set G on the vertical real line R~
through the point j; on the horizontal axis.
Recall that this is identical to the subbase
element of the product space

X =T1J{R;:<€I}
illustrated in Chapter 12, Page 170.

DAV
P

Example 2.2: If A is a subset of a product space
[1{X;:i€ I}, then A is a subset of the
product of its projections, i.e.

A cJl{nA]:ieD 11 ¢mifa) rien

(as indicated in the diagram). | I

walA]

. | |

Thus A C [I{=JA] i€ I} = where ‘ |
m;|A] is the closure of =;[A]. Accordingly, mil4]
if e4 = ed(X,Y) is a subcollection of
F(X,Y), then

A C Iz A2 €X)y = Jl{efAd]:2z€X}

—~ and e,[ed] = {f(x): f € eA}. By the Tychonoff Product Theorem, if {f(x): z € X}
is compact for every x € X, then []{m,[c4]: 2 & X} is a compact subset of the
product space [[{Y,:» € X}.

Recall that a closed subset of a compact set is compact. Hence the result of Example 2.2
implies ‘ : ) ,
Theorem 15.1: Let <4 be a subcollection of F(X,Y). Then 4 is compact with respect
' to the point open topology on F(X,Y) if (i) c4 is a closed subset of
F(X,Y) and (ii) for every z € X, {f(x):f € 4} is compact in Y.

In the case that Y is Hausdorff we have the following stronger result:

' Theorem 15.2: Let Y be a Hausdorff space and let <4 C F(X,Y). Then <4 is compact
with respect to the point open topology if and only if <4 is closed and,
for every x € X, {f(x): f{e ed} is compact.

POINTWISE) CONVERGENCE

Let (fi,fs,...) be a sequence of functions from an arbitrary set X into a topological
space Y. The sequence (f») is said to converge pointwise to a function ¢g: X->Y if, for
every %o © X,

(f1(zo), f2(o), . ..) converges to g(xo), i.e. lim fa(2o) = g(xo)

n=— 0
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In particular, if Y is a metric space then (f,) converges pointwise to g iff for every «> 0
and every x, € X,

3 no = no(xo,e) EN  suchthat n>mne > d(fa(20), 9(x0)) < e
Note that the no depends upon the ¢ and also upon the point zo.

Example 3.1: Let (fi,fs, ...) be the sequence of functions
from I = [0,1] into R defined by 14

fi@) = &, frle) = 2%, fy(x) = a3, ...

Then (f,) converges pointwise to the function

g:1—->R defined by f1
L]
@ 0 fo0=ax<1 s .
g 1 it x=1 fs
Observe that the limit function g is not con- 0 7 Y

tinuons even though each of the functions f;
is continuous.

The notion of pointwise convergence is related to the point open topology as follows: -
Theorem 15.3: A sequence of functions (fi,fs,...) in F(X,Y) converges to g € F(X,Y)
with respect to the point open topology on F(X,Y) if and only if (f.)

converges pointwise to g.

In view of the above theorem, the point open topology on F(X,Y) is also called the
topology of pointwise convergence.

Remark: Recall that metrizability is not invariant under uncountable products; there-
fore, the topology of pointwise convergence of real-valued functions defined
on [0,1] is not a metric topology. The theory of topological spaces, as a
generalization of metric spaces, was first motivated by the study of pointwise
convergence of functions.

UNIFORM CONVERGENCE
Let (f1,fs ...) be a sequence of functions from an arbitrary set X into a metric space
(Y,d). Then (f.) is said to converge uniformly to a function ¢g: X - Y if, for every «> 0,
Ino=7n() EN suchthat n>ny > dfa(@),g(@) <, YV2zE€X

In particular, (f.) converges pointwise to g; that is, uniform convergence implies pointwise
convergence. Observe that the n, depends only on the ¢, whereas, in pointwise convergence,
the no depends on both the « and the point x.

In the case where X is a topological space, we have the following classical result:

Proposition 15.4: Let (f1,fs, ...) be a sequence of continuous functions from a topological
space X into a metric space Y. If (f,) converges uniformly to g: X > Y,
then g is continuous.

Example 4.1: Let fy,fs ... be the following continuous functions from I = [0, 1] into R:
fl(w) =, fZ(x) = WZ, f3(x) = w?:’ oo

Now, by Example 3.1, (f,) converges pointwise to g: I —> R defined by

@ 0 if0=a<1
x Py
g 1 ifz=1

Since g is not continuous, (f,) does not converge uniformly to g.



210 FUNCTION SPACES [CHAP. 15

Example 4.2: Let (fq, f5, .. .) be the following sequence of functions in #(R, R):

1 .
B jl — =l if |x|<n
ful®) = |0 T el =

Now (f,) converges pointwise to the con-  ——— S —————
stant function g(x) = 1. But (f,) does not /\
converge uniformly to g. For, let ¢ = 1. r

Note that, for every = € N, there exist

-n n

points rpER with fn(x()) =0 and so
‘fn (990) _g(x())’ =1>e

Let B(X,Y) denote the collection of all bounded functions from an arbitrary set X
into a metric space (Y, d), and let e be the metric on B(X, Y) defined by

e(f,9) = sup {d(f(z),9(x)) : x € X}

This metric has the following property:

Theorem 15.5: Let (fi,f2 ...) be a sequence of functions in B(X,Y). Then (f.) converges
to g € B(X,Y) with respect to the metric e if and only if (f.) converges
uniformly to g.

In view of the above theorem, the topology on B(X,Y) induced by the above metric is
called the topology of uniform convergence.

Remark: The concept of uniform convergence defined in the case of a metric space Y
cannot be defined for a general topological space. However, the notion of
uniform convergence can be generalized to a collection of spaces, called uniform
spaces, which lie between topological spaces and metric spaces.

THE FUNCTION SPACE (]0,1]

The vector space ([0,1] of all continuous functions from I = [0,1] into R with norm

defined b
. Ifil = sup (f(x)|: z €I}

is one of the most important function spaces in analysis. Note that the above norm
induces the topology of uniform convergence.
Since I = [0,1] is compact, each f € ([0,1] is uniformly continuous; that is,
Proposition 15.6: Let f:[0,1] > R be continuous. Then for every >0,
35=258( >0 suchthat lxo—a:] <8 > |[f(xo)—Ff(x1)] <e

Uniform continuity (like uniform convergence) is stronger than continuity in that the
8 depends only on ¢ and not on any particular point. '

One consequence of Proposition 15.4 follows:

Theorem 15.7: (°[0,1] is a complete normed vector space.

We shall use the Baire Category Theorem for complete metric spaces to prove the
following interesting result:

Proposition 15.8: There exists a continuous function f:[0,1]-> R which is nowhere
differentiable.

Remark:  All the results proven here for ([0, 1] are also true for the space ([a, b] of all
continuous functions on the closed interval [a, b].
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UNIFORM BOUNDEDNESS

In establishing necessary and sufficient conditions for subsets of function spaces to be
compact, we are led to the concepts of uniform boundedness and equicontinuity which are
interesting in their own right.

A collection of real valued functions e4 = {f;: X > R} defined on an arbitrary set X

is said to be uniformly bounded if
I3MeR suchthat [f(x))=M,Vf€cd, Vo EX

That is, each function f € c4 is bounded and there is one bound which holds for all of
the functions.

In particular if <4 C ([0,1], then uniform boundedness is equivalent to

AMeER suchthat [f||=M, Vf€cA

or, o4 is a bounded subset of ([0, 1].

Example 5.1:  Let ¢4 be the following subset of (R, R):
A = {fi(x) = sina, fy(x) = sin 2z, ...}

Then cA is uniformly bounded. For, let M = 1; then, for every f € c4 and every -
xz €ER, |f(x)) = M. See Fig. (a) below.

fs ¢,
1_4 fs rfs f1 N s
2 fa
= o
1 f1
4-1 -
Fig. (a) Fig. (b)

Example 5.2: Let o4 C C[0,1] be defined as follows (see Fig. (b) above):
A = {fi(x) =, folx) = 20, f3l®) = 32, ...}

Although each function in (C[0,1], and in particular in cA4, is bounded, ¢4 is not
uniformly bounded. For if M is any real number, however large, 3 ny, € N with
nyg > M and hence f,,o(l) =ny > M.

EQUICONTINUITY. ASCOLI'S THEOREM
A collection of real-valued functions <4 = {fi: X > R} defined on an arbitrary metric
space X is said to be equicontinuous if for every «> 0,
35=258()>0 suchthat d(xo,2:) <8 = |[f(xe)—flx1)| <e VfEA
Note that § depends only on ¢ and not on any particular point or function. It is clear that
each f € o4 is uniformly continuous.

Theorem (Ascoli) 15.9: Let c4 be a closed subset of the function space ([0,1]. Then 4
is compact if and only if ¢4 is uniformly bounded and equi-
continuous.

COMPACT OPEN TOPOLOGY

Let X and Y be arbitrary sets and let A C X and BCY. We shall write F'(4, B) for
the class of functions from X into Y which carry A into B:

F(A,B) = {f€F(X,Y): f[A] C B)
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Example 6.1: Let of be the defining subbase for the point open topology on F(X,Y). Recall that
the members of of are of the form

{feFX,Y): fix) € G}, where « € X, G an open subset of ¥

Following the above notation, we denote this set by F(x, G) and we can then define

+f b
o by o = {Fx G :x2€X, GCY open}

Now let X and Y be topological spaces and let <4 be the class of compact subsets of
X and G be the class of open subsets of Y. The topology T on F(X,Y) generated by

o = {FA4,G): A€cd, GEG}
is called the compact open topology on F(X,Y), and o is a defining subbase for T.

Since singleton subsets of X are compact, of contains the members of the defining
subbase for the point open topology on F(X,Y). Thus:

Theorem 15.10: The point open topology on F(X,Y) is coarser than the compact open
topology on T'(X,Y). )
Recall that the point open topology is the coarsest topology with respect to which the
evaluation mappings are continuous. Hence,

Corollary 15.11: The evaluation functions e.: F(X,Y)—>Y are continuous relative to
the compact open topology on F(X,Y).

TOPOLOGY OF COMPACT CONVERGENCE

Let (fi,fz ...) be a sequence of functions from a topological space X into a metric
space (Y,d). The sequence (f,) is said to converge uniformly on compacta to g: X->Y if
for every compact subset E C X and every > 0,

Ino=nE,) EN suchthat n>ne > d(fa(2),9(x)) <e¢ VX EE

In other words, (f:) converges uniformly on compacta to g iff, for every compact subset
E C X, the restriction of (f,) to E converges uniformly to the restriction of g to E, i.e,

(f1|E, f:|E, ...) converges uniformly to g|E

Now uniform convergence implies uniform convergence on compacta and, since singleton
sets are compact, uniform convergence on compacta implies pointwise convergence.

Example 7.1:  Let (fy, f5, ...) be the sequence in F(R, R) defined by
1
1—=|»| if |[z]<mn
= n
fn(®) {0 if j2|=n

Now (f,) converges pointwise to the constant function g(x) =1 but (f,) does not
converge uniformly to g (see Example 4.2). However, since every compact subset
E of R is bounded, (f,) does converge uniformly on compacta to g.
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Theorem 15.12: Let (X, Y) be the collection of continuous functions from a topological
space X into a metric space (Y,d). Then a sequence of functions (f») in
C(X,Y) converges to g € ((X,Y) with respect to the compact open
topology if and only if (f:) converges uniformly on compacta to ¢.

In view of the preceding theorem, the compact open topology is also called the topology
of compact convergence.

FUNCTIONALS ON NORMED SPACES

Let X be a normed vector space (over R). A real-valued function f with domain X, i.e.
f: X >R, is called a functional.

A functional f on X is linear if
(i) fla+y)=F@)+f(y), Yo,y €X, and (ii) f(kx)=Kk[f(z)], Vx € X, kER

A linear functional f on X is bounded if
IM>0 suchthat |f(x)=M|x|, Ve X
Here M is called a bound for f.

Example 8.1: Let X be the space of all continuous real-valued functions on [a,b] with norm
[IfIl = sup{lf(x): « € [a,b]}, i.e. X = (Cla,b]. Let I: X >R be defined by

) " 1 e

X(f+9) f (F(8) + (&) dt f o) dt + j godt = 1() + Xg)

1

(/)

Then I is a linear functional; for

k) = f (@) dt = j KF®) At =k f fdt = ki)
Furthermore, M = b—a is a bound for I since

b
) = [ iwa = Ml = M|

Proposition 15.13: Let f and ¢ be bounded linear functionals on X and let X € R. Then
f+g9 and k-f are also bounded linear functionals on X.

Thus (by Proposition 8.14, Page 119) the collection X* of all bounded linear functionals
on X is a linear vector space.

Proposition 15.14: The following function on X* is a norm:
Ifll = sup {|f(x)|/|||| : =+ 0}

Observe that if M is a bound for f, ie. |[f(x)|=M||x||, Vx € X, then in particular,
for 0, |f(x)//||z]| =M and so ||f||=M. In fact, |[f|| could have been defined equiva-

lently b
o Ifll = inf {M : M is a bound for f)

Remark: The normed space of all bounded linear functionals on X is called the dual
space of X.
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Solved Problems

POINTWISE CONVERGENCE, POINT OPEN TOPOLOGY

1.

Let (f1,f2 ...) be the sequence of functions in F(I,R), 2n ——
where I = [0,1], defined by }
dAniz if 0=0=1/2n |
fo(y = {—-4n’z+4n if 120 <z <1/n :
0 if I/n=x=1 :
Show that (f.) converges pointwise to the constant funec- I
tion g(z) = 0. 11 1
2n n
Solution:

Now f,(0) =0 for every =€ N, and so lim f,(0) = ¢(0) = 0. On the other hand, if x, >0,
then 3n3 €N such that 1/ny < xy; hence "~~

n>mny > falwg) =0 > 1}1_1:150 folwg) = glxg) = 0

Thus (f,) converges pointwise to the zero function.

a1 1
Observe that J folx) dx = 1, for every n € N, and f glxyde = 0
0 0
Thus, in this case, the limit of the integrals does not equal the integral of the limit, i.e.,

1 1
lim fo@)de = f lim f,(x) de
0 n=+ o0

-
n 0

Let C(I, R) denote the class of continuous real valued functions on I = [0,1] with norm

i =, rela

Give an example of a sequence (fi,fs,...) in (C(I,R) such that f.—>g in the above
norm but (f,) does not converge to g pointwise.

Solution:
Let (f,) be defined by f,(x) = z*. Then

n=xn

1
lim |\, = limf ends = lim Um+1) = 0
T~ O n— %0 0

Hence (f,) converges to the zero function g(x) =0 in the above norm. On the other hand, (f,)
converges pointwise (see Example 38.1) to the function f defined by f(x)=0 if 0=2x<1 and
f(x) =1 if z=1. Note f+#g.

Show that if Y is T, Ts, regular, or connected, then ¥(X,Y) with the point open
topology also has that property.
Solution:

Since the point open topology on F(X,Y) is the product topology, ¥(X,Y) inherits any product
invariant property of Y. By previous results, the above properties are product invariant.
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4. Prove Theorem 15.2: Let Y be Hausdorff and let ¢4 be a subset of F7(X,Y) with the
point open topology. Then the following are equivalent: (i) ¢4 is compact. (ii) 4 is
closed and {f(z):f €4} is compact in Y, for every x € X.

Solution:

By Theorem 15.1, (ii) > (i) and so we need only show that (i) = (ii). Since Y is Hausdorff
and T, is product invariant, F(X,Y) is also Hausdorff. Now by Theorem 11.5 a compact subset of a
Hausdorff space is closed; hence ¢4 is closed. Furthermore, each evaluation map e,: F(X,Y)—>Y is
continuous with respect to the point open topology; hence, for each = € X,

exledl = {f(x): €A}

is compact in Y and, since Y is Hausdorff, closed. In other words, {f(x):f€ c4} = {f(x):[f E A}
is compact.

5. Prove Theorem 15.3: Let T be the point open topology on F(X,Y) and let (fi,fs ...)
be a sequence in F(X,Y). Then the following are equivalent: (i) (f:) converges to
g € F(X,Y) with respect to T. (ii) (f.) converges pointwise to g.
Solution:
Method 1.

We identify F(X,Y) with the product set F = [[{Y,: 2 € X} and T with the product topology.
Then by Theorem 12.7 the sequence (f,) in F converges to g € F if and only if, for every projection =,

(melfa)) = (ex(fn)y = (fr(x)) converges to w7(g) = ex(g) = g()
In other words, fn— ¢ with respect to T iff lim f,(x) = g(x), V2 €X
i.e, iff (f,) converges pointwise to g.

Method 2.
(i) = (ii): Let x, be an arbitrary point in X and let G be an open subset of Y containing g{xg),
ie. g(xy) € G. Then

gEF(x,G) = {fETFX,Y): flwo)) € G}
and so F(xo, G) is a T-open subset of F(X,Y) containing g. By (i), (f,) converges to g with respect
to T; hence
3 npEN such that n>ny > f,€F(x,G)
Accordingly, n>ny > fol®) €EG > lim frlxg) = g(x)
n=—

But x, was arbitrary; hence (f,) converges pointwise to g.

(i) > (i): Let F(xg, G) = {f: f(%) € G} be any member of the defining subbase for T which
contains ¢. Then g(xy) € G. By (ii), (f,) converges pointwise to g; hence

I nEN such that n>ny > fulrg) €EG

and so n>mny > fo€F(x,G) = ({fu) T-converges to g

UNIFORM CONVERGENCE

6. Prove Proposition 15.4: Let (fi,fs ...) be a sequence of continuous functions from
a topological space X into a metric space Y, and let (f») converge uniformly to g: X-Y.
Then g is continuous.

Solution:

Let 2,€ X and let ¢>0. Then g is continuous at x, if 3 an open set G C X containing x,

such that
x€G > dlglw),g(w)) <e
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Now (f,) converges uniformly to g, and so
I mEN such that d(fm(x), gl@)) < de, Y2 E€X
Hence, by the Triangle Inequality,
d(g(x), 9(x0)) = d(9(®),fm(®)) + d(f(®), frn(®)) + (@0} 9(wg)) < d(fin(®), frn (o)) + Fe
Since f,, is continuous, 3 an open set G C X containing x, such that
2E€G > d(f,(x), fm(xg)) < Le and so 2E€EG > digx),g(xy) <e

Thus g is continuous.

7. Let (f1,fs ...) be a sequence of real, continuous functions defined on [a,b] and con-
verging uniformly to ¢:[a,b] > R. Show that
b

lim fo(@)de = fbg(x) dx

Observe (Problem 1) that this statement is not true in the case of pointwise convergence.
Solution:
Let ¢ > 0. We need to show that

A nEN such that n>ng > < e

fb folx) de — fb g(x) de

Now (f,) converges uniformly to g, and so 37y, € N such that

n>ny > |fal@) —g@)| <e/(b—a), VzElab]

fb ful) dz — fb o(@) de

il

Hence, if n > ny,

b
f (@) — 9(®)) dot

I\

b
i) - o(2)] do

fb db—a)de = e

A

8. Prove Theorem 15.5: Let (fi,fs ...) be a sequence in B(X,Y) with metric
e(f,9) = sup {d(f(x),9(x)) : z € X}
Then the following are equivalent: (i) (f.) converges to g € F(X,Y) with respect to e.
(ii) (f») converges uniformly to g.

Solution:
(i) > (ii): Let ¢ > 0. Since {f,) converges to g with respect to ¢,

I n €N such that n>ny > elfn9) <e
Therefore,

n>ny > df,(x),g(x) = sup {d(f(x),9(x)): * € X} = elfn,0) <e VZEX

that is, (f,) converges uniformly to g.

(ii) > (i): Let ¢ > 0. Since (f,) converges uniformly to g,
I nEN such that n>ny > df,(x),9x) <2 VzeX

Therefore, n>ny > sup {d(f (@), g&x):x€X} = /2 < e

that is, n > n, implies e(f,, g) <e¢ and so (f,) converges to g with respect to e.
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THE FUNCTION SPACE (J[0,1]
9. Prove Proposition 15.6: Let f: I > R be continuouson I = [0,1]. Then for every « > 0,

10.

11.

12.

35=238() >0 suchthat |r—y/ <8 > [f(x)—f(y)<e

i.e. f is uniformly continuous.

Solution:
Let ¢ > 0. Since f is continuous, for every p€l,

35,>0 suchthat {z—p| <3,

FUNCTION SPACES

>

(@) — f(p)] < fe
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)

For each p € I, set S, =1In (P—48, p +%6p). Then {S,:p €I} is an open cover of I and, since

I is compact, a finite number of the S, also cover I; say, I = Spl Uy Sl’m' Set
§ = {min(8,,...,8, )
Suppose |x—y| < 5. Then z € Sl’k for some k, and so [x —p,| < %spk < 3pr and

ly—pel = ly—a| +jz—p < 3+%8Dk = $8p, T 48y

m

k

Hence by (1), lf@) = fep)] < de  and  [f(y) — f(py)] < Le

Thus by the Triangle Inequality,

(@) ~f)l = |f@) = fp)| + 1Fpe) — f@)| < e+ de = ¢

Let {(fi,f2 ...) be a Cauchy sequence in clo,1].
(f1(20), f2(x0), ...) is a Cauchy sequence in R.
Solution: :

Let »y €I and let ¢ > 0. Since (f,) is Cauchy, Any €N such that

mn>mng > |fy—full = sup {{fn®)—Ff.@)|:x €} < ¢

> fulwe) = fml@o)] < e

Hence (f, (%y)) is a Cauchy sequence.

Prove Theorem 15.7: C[0,1] is a complete normed vector space.

Solution:

Show that, for each z €1 =10,1],

Let (fy,f5 ...) be a Cauchy sequence in C[0,1]. Then, for every x4 € I, (f,(xy)) is a Cauchy
sequence in R and, since R is complete, converges. Define g:I >R by g(x) = lim fn(x). Then
n=—r o0

(see Problem 32) (f,) converges uniformly to g. But, by Proposition 15.4, g is continuous, i.e.

g € (C[0,1]; hence ([0,1] is complete.

Let f € C[0,1] and let ¢« > 0. Show that 3no €N

and points
Do = (0, €k0/5), ey

Di = (i/no, kidB), ...,
Dny = (1, ekny/5)

where ko, ...,k are integers such that, if g
is the polygonal arc connecting the p;, then
IIf —g|l <e (see adjacent diagram). In other
words, the piecewise linear (or polygonal) func-
tions are dense in ([0, 1].

Solution:
Now f is uniformly continuous on [0, 1] and so

A nEN such that la —b] = 1/n,

EN

[f(@) ~ f(b)} < ¢/5

)
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13.

14.

FUNCTION SPACES [CHAP. 15
Consider the following subset of I X R:
A = {(,y): x=1/ng, y = ke/5 where 1 =0,...,ny k€ Z}
Choose p; = (&, ¥;) € A such that ¥ = flay) < y;+ €fb
Then lF(x) — g(@)] = [f(x) — ] < €/ and by (1), |f(@) — flwir )] < /b

as indicated in the diagram above.
Observe that
lg(e) — gl )] = lg(e) — f)] + [fla) —Fles )l HIf@i) — 9@ )] < ¢/5+ ¢/b+ /5 = 3e/b
Since ¢ is linear between x; and x;4 4,
v =z=2, > |g@)—g@} = lg@) —g@)| < 8¢/5
Now for any point z%‘l, 4 x;, satisfying ), =2 = 2,4, Hence '
f2) —9(z)] = [f(e) — fla)] + [fwr) — gla)| + [9(xp) —9(2)] < /5 + /5 + 8e/B =

But z was an arbitrary point in I; hence ||f —g|| < e

Let m be an arbitrary positive integer and let A. C ([0,1] consist of those functions f
with the property that
32 € [0, 1 —l} such that fl@oth) = f(zo)
m h
Show that A, is a closed subset of ([0,1]. (Notice that every function f in ([0, 1] Whlch
ig differentiable at a point belongs to some A, for m sufficiently large.)

Solution:
Let g€ A,. We want to show that g€ A4, ie. A, =A,. Since g€ A, there exists a

=m, VhE <0,l>

sequence (fy,fs,...) in A, converging to g.” Now for each f; there exists a point x; such that
s+ R — Fi(;
xiE[O,l—lJ ana |[EAP L)) Vhe<o,i> @)
m h m

But (x,)Js a sequence in a compact set |:0, 1— l:l and so has a subsequence (xin) which converges
1 b

to, say, €0, 1~=1|.

0, 82y, %, [ m:l

Now f,—>g implies fin - g, and so {Problem 30) passing' to the limit in (1), gives

st h) = 00|~ whe(o,

Hence g € A,,, and 4,, is closed.

Let Awn C ([0,1] be defined as in Problem 13. Show that A. is nowhere dense in
clo.1].
Solution:
A, is nowhere dense in ([0,1] iff int (4,) = int(4,) = Q.
Let S = S(f,8) be any open sphere in ([0,1]. We claim that
S contains a point not belonging to 4,,, and so int(4d,,) = @.
By Problem 12, there exists a polygonal arc p € ([0,1]
such that |[|f—pl] < 15. Let g be a saw-tooth function with
magnitude less than %8 and slope sufficiently large (Problem 33).
Then the function ‘A = p+ ¢ belongs to ([0,1] but does not
belong to 4,,. Furthermore,

=Rl = llf~pll + gl < $5+35 =3

s0 2 €S and the proof is complete,
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15.

16.

17.

Let A. C([0,1] be defined as in Problem 13. Show that ([0,1] » Uj—, Apn.

Solution:

Since A,, is nowhere dense in C[0,1], B = U,‘:’:l A,, is of the first category. But, by Baire's

Category Theorem, ([0,1], a complete space, is of the second category. Hence ([0,1] #* B.

Prove Proposition 15.8: There exists a continuous function f:[0,1] > R which is
nowhere differentiable.
Solution:

Let f€ ([0,1] have a derivative at, say, x, and suppose [f'(xg)) = t. Then

+h) —
3¢>0 such that M = t+1, VhE (e

Now choose my €N sothat t+1 = my and 1/my<e Then f€E Amo. Thus uU__, A, contains
all functions which are differentiable at some point of I.

But by the preceding problem, ([0,1] = U_, A, and so there exists a function in C[0,1] which
is nowhere differentiable.

Prove Theorem (Ascoli) 15.9: Let <4 be a closed subset of C[0,1]. Then the following
are equivalent: (i) o4 is compact. (ii) 4 is uniformly bounded and equicontinuous.

Solution:

(i) > (ii): Since of is compact it is a bounded subset of ( [0,1] and is thus uniformly bounded as
a set of functions. Now we need only show that o4 is equicontinuous.

Let ¢ > 0. Since oA is compact, it has a finite ¢/3-net, say, B = {f,, ..., f,}. Hence, for any f € o4,
3f,€3 suchthat |If—fyll = sup {{f(w)—f, @)|:2€} = ¢3
Therefore, for any =,y €1 = [0,1],
[f(=) — f(y)l |f(x) — fiy @) + fi (@) — i () + fiy) — f)|

I\

If(@) = fiy @) + Ifi,@) = fi, @] + Ifi, ) — F@)|

N

o3 + |fiy@ = Fi @) + /3 = Ify @)~ @) + 2¢/3
Now each f; € B is uniformly continuous and so
35,>0 suchthat J|e—y| <8 D> [filx)—fw) <3

Set § = min{8;,...,8,). Then, for any f € 4,

le—yl <8 > @) —f) = |fi)@ + i, @) +26/8 < /3 +2:/3 = ¢
Thus 4 is equicontinuous.

(ii) > (i): Since A is a closed subset of the complete space ([0,1], we need only show that o4

is totally bounded. Let ¢ > 0. Since oA is equicontinuous,

A nEN such that la—b <1/my > |fla)—f(b)] <e/b, VfE A

Now for each f € oA, we can construct, by Problem 12, a polygonal arc ps such that ||f—p,]| < e and
p; connects points belonging to

A = {&y:xz=0,1/n0,2/mg, ..., 1, y = ne/5, n € Z}
We claim that B = {ps: f € e4} is finite and hence a finite e-net for oA.

Now oA is uniformly bounded, and so B is uniformly bounded. Therefore only a finite number of
the points in A will appear in the polygonal arcs in B. Hence there can only be a finite number of
arcs in B. Thus B is a finite enet for ¢4, and so o4 is totally bounded.
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COMPACT CONVERGENCE

18.

19.

20.

Let (f1, f2, ...y in F(R,R) be defined by v
1 .
fa(z) = 1 - ’ﬁlx[ l'f x| <n fn
0 if |x|=n
Show that (f.) converges uniformly on compacta " "

to the constant function g(x) = 1.

Solution:

Let E be a compact subset of R and let 0 <e< 1. Since E is compact, it is bounded; say,
Ec(—M,M) for M > 0. Now

I n€EN such that ng > M/e, or, M/nyg < e

Therefore, n>mny, = |[fux)—g@| = —:Z\x[ <M/ny<e, Vx€EE

Hence (f,) converges uniformly to ¢ on E.

Show: If Y is Hausdorff, then the compact open topology on (X, Y) is also Hausdorff.
Solution:

Method 1. Let f,g € F(X,Y) with f+*¢g. Then 3p &€ X such that f(p)# g(p). Now Y is
Hausdorff, hence 3 open subsets G and H of Y such that f(p) € G, g(p) € H and Gn H = (. Hence

fEF(p, @), gE€F(p,H) and F{p,G NnFp H =0

But the singleton set {p} is compact, and so F(p,G) and F(p, H) belong to the compact open topology
on F(X,Y). Accordingly, #(X,Y) is Hausdorff.

Method 2. The compact open topology is finer than the point open topology, which is Hausdorff
since T, is a product invariant property. Hence the compact open topology is also Hausdorff.

Prove Theorem 15.12: Let (fi,fs, ...) be a sequence in ((X,Y), the collection of all
continuous functions from a topological space X into a metric space (Y,d). Then the
following are equivalent:
(i) (fn) converges uniformly on compacta to g € C(X,Y).
(ii) (fa) converges to ¢ with respect to the compact open topology T on ((X,Y).
Solution:
(i) > (i

Let F(E, G) be an open subbase element of T containing g; hence g¢[E] C G where E is compact
and G is open. Since g is continuous, g{E| is compact. Furthermore, ¢g[E] N G = and so (see

Page 164) the distance between the compact set g[E] and the closed set G¢ is greater than zero; say,
d(g|E],G¢) = ¢ > 0. Since (f,) converges uniformly on compacta to g, )

I nEN such that n>ny > df,(®),g9(x) <e VaEE

Therefore, d(f,(x),g[E]) = d(f,(x),9(x)) < ¢ VrEE
and so, for every x € E, f,(x) € G°. In other words,
n>ny > fMHHEICG > f,€FEG
Accordingly, (f,) converges to g with respect to the compact open topology 7.
(ii) o> (0):
Let E be a compact subset of X and let ¢ > 0. We want to show that (f,) converges uniformly

on E to g, ie.,
A nEN such that n>ny, > df,(x),9x) <e VZzEE
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Since E is compact and ¢ is continuous, g[E] is compact. Let B = {p;,...,p,} be a finite ¢/3-net
for g[E]. Consider the open spheres

S; = S(py,¢/8), ..., S; = S(p;,e/8) and Gy = S(py,2¢/3), ..., Gy = S(py, 2¢/3)
Hence S;CGy, ...,8,CG, Furthermore, since B is an ¢/3-net for 9[E],

g[E)cS;u---uUS, andso Ecgl[Sjju---ugt[§)

Now set E,=Eng '[5] and so E=E u:--UE, and g[E]|CcS§ cg

We claim that the E; are compact. For g is continuous and so g~![S;], the inverse of a closed set, is
closed; hence E; = E n g~ 1[S;], the intersection of a compact and a closed set, is compact.

Now ¢|E] CG; and so the F(E;,G) are T-open subsets of F(X,Y) containing g; hence
0511 F(E;, G;) is also a T-open set containing ¢g. But (f,) converges to g with respect to T; hence

3 n €N such that n>ng > fo€ N F(E,G) > [.ECGy, ... [.[E]cCG,
Now let x € E. Then x € Eio and so, for n > my,

Ful@) € FulBy] € Gy S d(fa(@), piy) < 2¢/3

and gx) €Eg[E,] C 8, > dg(x),py) = /3

iy
Therefore, by the Triangle Inequality,

n>ny > dif,@),9@) = dfp(@),p) + dPip9(x) < 2/3+ /3 = ¢ VrEE

FUNCTIONALS ON NORMED SPACES
21, Show that if f is a linear functional on X, then f£(0)= 0.

Solution:
Since f is linear and 0 = 0 + 0,

f(0) = fO-+0) = f(0) + f(0)

Adding — f(0) to both sides gives f(0) = 0.

22. Show that a bounded linear functional f on X is uniformly continuous.

Solution:
Let M be a bound for f and let ¢ > 0. Set § = ¢M. Then

Nle—vyll <8 > [f@—Ffp)l = fle—w = Mile—yll < e

23. Prove Proposition 15.13: Let f and g be bounded linear functionals on X and let ¢ € R.
Then f+g¢ and c¢+f are also bounded linear functionals on X.

Solution:
Let M and M* be bounds for f and g respectively. Then

Froz+y) = fleatyy +oxty) = fl@)+ fly) o)+ 9(y) = F+o)+ F+9)W)
(f + g)ka) = flka) + glkz) = kf(x) + kg) = k[f(x)+g(x)] = k(f+g)x)
(F+ )@ = |fe)+9@)| = [fm)] + |g@)] = Mllxl| + M*|[2|| = (M + M*)|[x]|

Thus f+ ¢ is a bounded linear functional.
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Furthermore,
(ceNe+y = cflx+y) = clfm+fy] = cf@) +cfly) = (¢ N&) + (e* NHw)
(e filkx) = cflka) = ckflx) = kef(x) = k(c-f)(x)
e H@)| = lef@) = [ [f=) = le[(M[[=]}) = (le[ M) |{x]]

and so ¢+ f is a bounded linear functional.

Prove Proposition 15.14: The following function on X* is a norm:
Il = sup {|f(x)|/||z]| : =+ 0}
Solution:
If f=0,then fx)=0, V€ X, and so ||f|| = sup{0} = 0. If f+ 0, then 3wy 0 such

that f(x,) # 0, and so
il = sup {[f@)\/l|x][} = [fwo)l/lwll > 0
Thus the axiom [N{] (see Page 118) is satisfied.

Now Wkefll = sup {{(k-N@/l=ll} = sup {k[f@)I/|]]}
= sup {|k| [f@)/ll2ll} = |k sup {{F@I/il=ll} = 1k lI7]}
Hence axiom [N,] is satisfied.
Furthermore,
F+gll = sup {{f(@)+g@)/l[z]l} = sup {(f(@)|+ lg@)}/ilel]}
= sup {|f@)|/|l=]]} + sup {{g@/Illl} = [|Ifl] +llgl]

and so axiom [Nj] is satisfied.

Supplementary Problems

CONVERGENCE OF SEQUENCES OF FUNCTIONS

25.

26.

27.

Let (fy,fs ...) be the sequence of real-valued functions with domain I = [0,1] defined by
fa(@) = 2n/n.

(i) Show that (f,) converges pointwise to the constant function g(x) =0, ie. for every z €I,
lim f,(x) = 0.
n=— o

(i) Show that lim L f@) # L lim f, ()
n— % dr dx nero
Let (fi,fs, ...) be a sequence of real-valued differentiable functions with domain [a,d] which con-

verge uniformly to g. Prove: d
a—x 7}1—?10 fn(x) = 1}}_1}100 EE fn(x)

(Observe, by the preceding problem, that this result does not hold in the case of pointwise convergence.)

Let f,: R~ R be defined by

l\/7L2—ac2 if o< 00— oem——— e ——— — =
falw) = n P
0 if |x| =n n
(i) Show that (f,) does not converge uniformly to the

n n

constant function g(z) = 1.

(i) Prove that (f,) converges uniformly on compacta
to the constant function g(x) = 1. =1




CHAP. 15] FUNCTION SPACES 223

28. Let (fy,fs, ...) be the sequence of functions with domain f1
I =[0,1] defined by f,(z) = nx(l — ). fs

(i) Show that (f,) converges pointwise to the constant funec-
tion g(x) = 0. f1

(i)  Show that (f,) does not converge uniformly to g(x) = 0.

(iii) Show that, in this case,
.1 1
lim fal@) dx = f [lim fn(x):l da ol T T
n=+ 0 0 n=-+c0 | % k _% 1

n+1
x
n

29. Let (fy,f5 ...) be the sequence in F(R,R) defined by folx) =

(1) Show that (f,) converges uniformly on compacta to the function 9(x) = .

(i)  Show that (f,) does not converge uniformly to g(x) = x.

30. Let (fi,fs, ...) be a sequence of (Riemann) integrable functions on I = [0,1]. The sequence (f,) is
said to converge in the mean to the function ¢ if
"1
lim folw) —g@)2de = 0
n=—+ 0 0

(i) Show that if (f,) converges uniformly to g, then (fn) converges in the mean to g.

(i)  Show, by a counterexample, that convergence in the mean does not necessarily imply pointwise
convergence.

THE FUNCTION SPACE ([0,1]
3l. Show that ([a,d] is isometric and hence homeomorphic to [0, 1}.

32. Prove: Let (f,) converge to g in C[0,1] and let x, > x;,. Then lim Fuley) = glxg).
Nn=-—+

33. Let p be a polygonal arc in C[0,1] and let & > 0. Show that
there exists a sawtooth function g with magnitude less than
15, ie. gl < 48, such that p+g does not belong to 4,, p
(see Problem 14).

34. Let (f,) be a Cauchy sequence in C[0,1] and let (f,) converge
pointwise to g. Then (f,) converges uniformly to g.

UNIFORM CONTINUITY

35. Show that f(x) = 1/x is not uniformly continuous on the open interval (0,1).
36. Define uniform continuity for a function f: XY where X and Y are arbitrary metric spaces.

37. Prove: Let f be a continuous function from a compact metric space X into a metric space Y. Then
f is uniformly continuous.

FUNCTIONALS ON NORMED SPACES

38. Let f be a bounded linear functional on a normed space X. Show that

sup {|f(@)|/||x|| : 0} = inf {M : M is a bound for f}
39. Show that if f is a continuous linear functional on X then f is bounded.

40. Prove: The dual space X* of any normed space X is complete.






APPENDIX

Properties of the Real Numbers

FIELD AXIOMS

The set of real numbers, denoted by R, plays a dominant role in mathematics and, in
particular, in analysis. In fact, many concepts in topology are abstractions of properties
of sets of real numbers. The set R can be characterized by the statement that R is a
complete, Archimedion ordered field. In this appendix we investigate the order relation
in R which is used in defining the usual topology on R (see Chapter 4). We now state the
field axioms of R which, with their consequences, are assumed throughout the text.

Definition:| A set F of two or more elements, together with two operations called addi-
tion (+) and multiplication (-), is a field if it satisfies the following axioms:

[Ai] Closure: a,b€F > a+b€F

[A:] Associative Law: a,b,c €F > (a+b)+c=a+(b+c)

[As] (Additive) Identity: 30 € F such that 0+a —a+0 =a, YaEF

[A:] (Additive) Inverse: a €F = 3-a€F suchthat a+(—a) = (—a)+a =0
[As5] Commutative Law: a,b€F => a+b=b+a

[M.] Closure: a,b€F = abeEF

[M:] Associative Law: a,b,c € F > (a*b)-c = a-(b+¢)

[M:;] (Multiplicative) Identity: 31 € F, 1+ 0 suchthat 1‘a = a1 =a, VaEF
[Ms] (Multiplicative) Inverse: ¢ € F,a+0 > 3a '€F suchthat ara'=ata=1
[M;] Commutative Law: o, b € F > a*b=b-a

[D:] Left Distributive Law: «a,b,c €F = a*(b+¢) = a*b +a-c

[D2] Right Distributive Law: a,b,c € F > (b+¢)ra = bra + ¢ a

Here 3 reads “there exists”, V¥ reads “for every”, and = reads “implies”.

The following algebraic properties of the real numbers fo‘llow directly from the field
axioms.

Proposition A.1: Let F' be a field. Then:

(i)  The identity elements 0 and 1 are unique.

(ii) The following cancellation laws hold:
(1) a+b=a+c > b=¢, 2) a*b=a-c,a*0 > b=c¢

(iii) The inverse elements —a and a¢~! are unique.
(iv) For every a,b €F,
(1) @:0=0, (2) a*(=b)=(~a)-b=—(a-b), (3) (~a)+(~b)=a-b
Subtraction and division (by a non-zero element) are defined in a field as follows:

b—a = b+ (—a) and = bra?!

a

226
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Remark: A non-empty set together with two operations which satisfy all the axioms of
a field except possibly [Ms], [Mi] and [M;] is called a ring. The set Z of
integers under addition and multiplication, for example, is a ring but not
a field.

REAL LINE

We assume the reader is familiar with the geometric representation of R by means of
points on a straight line as in the figure below. Notice that a point, called the origin, is
chosen to represent 0 and another point, usually to the right of 0, is chosen to represent 1.
Then there is a natural way to pair off the points on the line and the real numbers, i.e.
each point will represent a unigue real number and each real number will be represented
by a unique point. For this reason we refer to R as the real line and use the words point
and number interchangeably.

-V3 V2

I 1 I

.8 + T !

-2 -1 0 1 2

The real line R

SUBSETS OF R
The symbols Z and N are used to denote the following subsets of R:
zZ = {...,-3-2,-1,0,1,2,8, ...}, N = {1,2,3,4,...}
The elements in Z are called rational integers or, simply, integers; and the elements in N
are called positive integers or natural numbers.

The symbol Q is used to denote the set of rational numbers. The rational numbers
are those real numbers which can be expressed as the ratio of two integers provided the
second is non-zero:

Q = {x€R:x=p/g; p,g €Z, q+ 0}
Now each integer is also a rational number since, e.g., —5 =5/—1; hence Z is a subset
of Q. In fact we have the following hierarchy of sets:

NCZCQCR

The irrational numbers are those real numbers which are not rational; thus Q¢, the
complement (relative to R) of the set Q of rational numbers, denotes the set of irrational
numbers. ’

POSITIVE NUMBERS

Those numbers to the right of 0 on the real line R, i.e. on the same side as 1, are the
positive numbers; those numbers to the left of 0 are the negative numbers. The following
axioms completely characterize the set of positive numbers:

[Pi] If a €R, then exactly one of the following is true: a is positive; a=0; —a is
positive.

[P:] If a,b €R are positive, then their sum a+b and their product a+b are also
positive.

It follows that a is positive if and only if —a is negative.
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Example 1.1:

Example 1.2:

Example 1.3:

ORDER
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We show, using only [P,] and [P,], that the real number 1 is positive. By [P,],
either 1 or —1 is positive. Assume that —1 is positive and so, by [P,], the product
(—1)(—1) = 1 is also positive. But this contradicts [P,] which states that 1 and —1
cannot both be positive. Hence the assumption that —1 is positive is false, and
1 is positive.

The real number —2 is negative. For, by Example 1.1, 1 is positive and so, by
[P,], the sum 1+ 1 = 2 is positive. Therefore, by [P;], —2 is not positive, i.e.
—2 is negative.

We show that the product a+b of a positive number a and a negative number b
is negative. For if b is negative then, by [P;], —b is positive and so, by [P,], the
product @ (—b) is also positive. But a+(—b) = —(a*b). Thus —(a*b) is positive
and so, by [P}, ¢+ b is negative.

We define an order relation in R, using the concept of positiveness.

Definition:| The real number a is less than the real number b, written a < b, if the
difference b—a is positive.

Geometrically speaking, if a < b then the point a on the real line lies to the left of

the point b.

The following notation is also used:

b>a,
a=bn,

= a,
Example 2.1:
Example 2.2:

Example 23:

read b is greater than q, means a < b
read a is less than or equal to b, means a <b or a=2"5b
read b is greater than or equal to ¢, means o =10

2<5b; —6=-3;, 4=4;, 5> -8

A real number x is positive iff x > 0, and x is negative iff x <0.

The notation 2 < 2 <7 means 2 <% and also x < T; hence x will lie between

2 and 7 on the real line.

The axioms [P:] and |P:] which define the positive real numbers are used to prove
the following theorem.

Theorem A.2: Let a, b and ¢ be real numbers. Then:

either a < b, a=b or b<a;

if a <b and b <e, then a <e;

if a <b, then a+c¢ <b+g

if @ <b and ¢ is positive, then ac < be; and
if o <D and ¢ is negative, then ac > be.

Corollary A.3: The set R of real numbers is totally ordered by the relation a = b.

ABSOLUTE VALUE

The absolute value of a real number x, denoted by |z, is defined by

Jx if =0

= <o

Observe that the absolute value of any number is always non-negative, i.e. |x/=0 for

every x € R.
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Geometrically speaking, the absolute value of x is the distance between the point «

on the real line and
two points a,b € R

Example 3.1:

Example 3.2:

Example 3.3:

the origin, i.e. the point 0. Furthermore, the distance between any
is 'a—bl = 'b—al.

|3—8 = |-5/=5 and 8—3| =[5/ = 5

The statement 'x| <5 can be interpreted to mean that the distance between x
and the origin is less than 5; hence & must lie between —5 and 5 on the real line.
In other words,

|x] <5 and -5 <x<h

have identical meaning and, similarly,
x| =5 and —5=x=5
have identical meaning.

The graph of the function f(x) =[x}, i.e. the absolute value function, lies entirely in

the upper half plane

since f(x) =0 for every x €R (see diagram below).

3t

Graph of f(x) = |x|

The central facts about the absolute value function are the following:

Proposition A.4: Let a,b and ¢ be real numbers. Then:

(
(
(
(
(

i) |ef/=0, and |al=0 iff a =0;
i) |ad] = l|a||b];

i) la+b = |al + |b);

4

iv) |a—Db [la] — |b] |; and

la — bl + b —cl.

IN

v) la—c¢l

LEAST UPPER BOUND AXIOM
Chapter 14 discusses the concept of completeness for general metric spaces. For the

real line R, we may
axiom:

use the definition: R is complete means that R satisfies the following

[LUB] (Least Upper Bound Axiom): If A is a set of real numbers bounded from above,

Example 4.1:

then A has a least upper bound, i.e. sup (4) exists.

The set Q of rational numbers does not satisfy the Least Upper Bound Axiom.
For let

A = {gE€Q:q¢>0, ¢<2}
i.e., A consists of those rational numbers which are greater than 0 and less than
V2. Now 4 is bounded from above, e.g. 5 is an upper bound for A. But A does
not have a least upper bound, i.e. there exists no rational number m such that
m = sup (4). Observe that m cannot be \/2_ since V2 does not belong to Q.
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We use the Least Upper Bound Axiom to prove that R is Archimedean ordered:

Theorem (Archimedean Order Axiom) A.5: Theset N = {1,2,38, ...} of positive integers
is not bounded from above.

In other words, there exists no real number which is greater than every positive
integer. One consequence of this theorem is:

Corollary A.6: There is a rational number between any two distinct real numbers.

NESTED INTERVAL PROPERTY

The nested interval property of R, contained in the next theorem, is an important
consequence of the Least Upper Bound Axiom, i.e. the completeness of R.

Theorem (Nested Interval Property) A.7: Let I = [ay,bi], I, = laz, 2], ... be a se-
quence of nested closed (bounded) intervals,
ie. 1 DI, D ... . Then there exists at least
one point common to every interval, i.e. »

Nz, L = @

It is necessary that the intervals in the theorem be closed and bounded, or else the
theorem is not true as seen by the following two examples.

Example 51: Let A, 4, ... be the following sequence of open-closed intervals:
A, =(0,1], A, =(0,1/2], ..., A, = (0, VEk], ...

Now the sequence of intervals is nested, i.e. each interval contains the succeeding
interval: A; D Ay D +--. But the intersection of the intervals is empty, i.e.,

AiNnAyn N4, n- =@

Thus there exists no point common to every interval.

Example 5.2: Let A, A, ... be the following sequence of closed infinite intervals:
Ay =1[1,=), Ay =1[2,%), ..., 4, =k, ), ...
Now A; DA, D -+, ie. the sequence of intervals is nested. But there exists no
point common to every interval, i.e.,
AnA,n--nd,n- =@

Solved Problems

FIELD AXIOMS
1. Prove Proposition A.l(iv): For every a,b €F,
(1) a0 =0, (2) a(=b)=(—a)b = —ab, (3) (—a)(—b)=ab

Solution:

(1) a0 = a(0+0) = a0 +a0. Adding —a0 to both sides gives 0 = a0.

(2) 0= a0 = a(b+ (=b)) = ab + a(—b). Hence a(—b) is the negative of ab, that is, a(—b) = — ab.
Similarly, (—a)b = —ab.

(8) 0= (—a)0 = (—a)(b+ (D) = (—a)b + (—a)(=b) = —ab + (—a)(—b). Adding ab to both sides

gives ab = (—a)(—b).
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2. Show that multiplication distributes over subtraction in a field F, i.e. a(b—c¢) = ab—ac.
Solution: alb—¢) = a(b+(—c)) = ab+ a(—¢) = ab + (~ac) = ab — ac

3. Show that a field F has no zero divisors, i.e. ab=0 > a =0 or b =0.

Solution:
Suppose ab =0 and @+ 0. Then a~!existsandso b =1b = (a"la)b =a 1(ad) = a"10 =0.

INEQUALITIES AND POSITIVE NUMBERS
4. Rewrite so that x is alone between the inequality signs:
(i) 3 <2x—-5 <7, (i) —7<—-2x+3 <5.

Solution:
We use Theorem A.2:

(i) By (iii), we can add 5 to each side of 8 < 206 —5 < 7 to get 8 < 2x < 12. By (iv), we can
multiply each side by 1 to obtain 4 <z < 6.

(i) Add —38 to each side to get —10 < —22 < 2. By (v), we can multiply each side by — 1 and
reverse the inequalities to obtain —1 < x <5,

5. Prove that { is a positive number.

Solution:
By [P,], either — 1 is positive or { is positive. Suppose — & is positive and so, by [P:],
(—3) + {(=3) = —1 is also positive. But by Example 1.1, 1 is positive and not —1. Thus we have a

contradiction, and so 1 is positive.

6. Prove Theorem A.2(ii); If a<b and b<c, then a<e.

Solution:
By definition, ¢ < b means b — a is positive; and b < c¢ means ¢—b is positive. Now, by
[P.], the sum (b—a) + (¢—b) = ¢— a is positive and so, by definition, a < e¢.

7. Prove Theorem A.2(v): If a <b and ¢ is negative, then ac > bec.

Solution:

By definition, « < b means b—a is positive. By [P,], if ¢ is negative then —c is positive, and
so, by [P,], the product (b—a)(—e¢) = ac—bec is also positive. Hence, by definition, be < ac or,
equivalently, ac > be.

8. Determine all real numbers « such that (x—1)(x+2) < 0.

Solution:
We must find all values of x such that y = (x — 1)(x + 2) 12

is negative. Since the product of two numbers is negative

iff one is positive and the other is negative, y is negative if

(i) r—1 < 0 and =+2 > 0, or (i) *—1 > 0 and

x+2<0. If x—1>0 and 2+2 <0, then > 1 and

z < —2, which is impossible. Thus y is negative iff P

x—1 <0 and £+2 >0, or * <1 and x> —2, that is,

if —2<2<1.

Observe that the graph of y = (x— 1){(x +2) crosses
the z-axis at * =1 and «* = —2 (as shown on the right).
Furthermore, the graph lies below the z-axis iff y is nega-
tive, that is, iff —2 <2 <1.

[CH N
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ABSOLUTE VALUES

9.

10.

11.

12.

13.

Evaluate: (i) [1—38| + [-7|, (ii) |-1—4] — 8 — [3—5|, (iii) ||-2| — |-6]].
Solution:

(i) N=38{+ -7 = |-2/+|-7 = 2+7 =9

(i) |-1-4—-8—-13-5] = |-5|—8—]-2 =5—-83-2 = ¢

(i) ||=2f —|-6]] = [2—6] = |-4] = 4

Rewrite without the absolute value sign: (i) |z —2| < 5, (ii) |2 +3| < 1.

Solution:
(i) B <x—2<b5 or -83< <7

(i) —-T<2r+3<7 o0or —10<2x<4 or 5<x<2

Rewrite using the absolute value sign: (i) -2 <z < 6, (ii) 4 < z < 10.

Solution:
First rewrite each inequality so that a number and its negative appear at the ends of the
inequality:

(1) Add —2 to each side of —2 < x < 6 to obtain —4 < z—2 < 4 which is equivalent to

lx —2| < 4.
(ii) Add —7 to each side of 4 < « < 10 to obtain —8 < z—7 < 38 which is equivalent to
le — 7 < 3.

Prove Proposition A.4(iii): |a +b| = |a| + |b].

Solution:
Method 1.
Since |a| = *a, —la] = a = |a|; also —|b] = b = |b|. Then, adding,
~(lal+[b) = a+b = la| + |b|
Therefore, la+b = |la| + 18]| = |a| + |B]

since |a| + |b] = 0.

Method 2.
Now ab = |ab| = |a] [b] implies 2ab = 2|a]|b|, and so

(@a+8)?2 = a2+ 2ab+ b2 = o+ 2lal|b] + 02 = a2+ 2]a|[b] + |62 = (Ja| + |b])2
But V(a+b5)> = |a+b| and so, by the square root of the above, |a+b| = |a| + |b].

Prove Proposition A4(v): |a—¢| = |a—b|+ |b—c|

Solution: la—e = [(@a—b) +(b—¢c)| = |a—b| + |b—¢

LEAST UPPER BOUND AXIOM

14.

Prove Theorem (Archimedean Order Axiom) A.5: The subset N = {1,2,3, .. .} of R
is not bounded from above.

Solution:
Suppose N is bounded from above. By the Least Upper Bound Axiom, sup (N) exists, say
b = sup(N). Then b — 1 is not an upper bound for N and so

A nEN such that b—1<mny or b<m+1

But 7, € N implies 75+ 1 € N, and so b is not an upper bound for N, a contradiction. Hence N is
not bounded from above.
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15. Prove: Let a and b be positive real numbers. Then there exists a positive integer
10 € N such that b < nea. In other words, some multiple of a is greater than b.
Solution:

Suppose n, does not exist, that is, na < b for every = € N. Then, since a is positive, n < b/a

for every n € N, and so b/a is an upper bound for N. This contradicts Theorem A.5 (Problem 14),
and so n, does exist.

16. Prove: If a is a positive real number, i.e. 0 <a, then there exists a positive integer
ne € N such that 0 <1/ne <a.

Solution:

Suppose n, does not exist, i.e. a = 1/n for every n € N. Then, multiplying both sides by the
positive number n/a, we have n = 1/a for every n € N. Hence N is bounded by 1/a, an impossibility.
Consequently, n, does exist.

17. Prove Corollary A.6: There is a rational number ¢ between any two distinct real
numbers a and b.
Solution:

One of the real numbers, say a, is less than the other, ie. a <b. If a is negative and b is
positive, then the rational number 0 lies between them, ie. ¢ <0 < b. We now prove the corollary
for the case where a and b are both positive; the case where a and b are negative is proven similarly,
and the case where a or b is zero follows from Problem 16.

Now a < b means b—a is positive and so, by the preceding problem,
I n,EN such that 0<1/mg<b—a or a+(1/ny) <b
We claim that there is an integral multiple of n, which lies between a and b. Notice that 1/ny < b

since 1/ny < a+ (1/ng) < b. By Problem 15, some multiple of 1/n, is greater than b. Let mg be the
least positive integer such that mg/ny, = b; hence (my— 1)/ng < b. We claim that

my — 1
a < < b
o
my— 1 my— 1 1 n 1
Otherwise 0 = a and so 4+ —=—=9@a+=<5»
Mo o o Ry g

which contradicts the definition of m,. Thus (my— 1)/ny is a rational number between a and b.

NESTED INTERVAL PROPERTY

18. Prove Theorem A.7 (Nested Interval Property): Let I. = [ay,bi], I» = [az, 03], ... be
a sequence of nested closed (bounded) intervals, ie. [1DI:D ---. Then there exists
at least one point common to every interval.

Solution:
Now I, DI, D --- implies that @) =ay=--- and --+ = by = b;. We claim that

a, <b, forevery mm€EN
for, m >n implies a, <b, =b, and m =n implies a, =a, < b,. Thus each b, is an upper
bound for the set A = {a;, @, ...} of left end points. By the Least Upper Bound Axiom of R,
sup (4) exists; say, p = sup(4). Now p =1b,, for every n € N, since each b, is an upper bound
for A and p is the least upper bound. Furthermore, a, = p for every n € N, since p is an upper
bound for A = {a;,a,, ...}. But
e, =p=b, > pEl, = [ay,by]

Hence p is common to every interval.

19. Suppose, in the preceding problem, that the lengths of the intervals tend to zero,
ie. lim (b,—a,) = 0. Show that there would then exist exactly one point common

n—»

to every interval. Recall that lim (bn—a.) = 0 means that, for every >0,

n=~—x

InoEN suchthat n>n > (ba—an) <e
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Solution:

Suppose p; and p, belong to every interval. If Py 7 Py, then |py—py| = § > 0. Since
lim (b, —a,) = 0, there exists an interval I"o = [a,,o, b"o] such that the length of I"o is less than
n=-+ o

the distance |p; —p,| = § between Py and py. Accordingly, p; and p, cannot both belong to 1"0, a

contradiction. Thus p; = p,, i.e. only one point can belong to every interval.

Supplementary Problems

FIELD AXIOMS

20. Show that the Right Distributive Law [D,] is a consequence of the Left Distributive Law [D;] and
the Commutative Law [M;]. -

21. Show that the set Q of rational numbers under addition and multiplication is a field.

22. Show that the following set A of real numbers under addition and multiplication is a field:

A = {a+bV2: a, b rational}

23. Show that the set A = {..., —4, —2,0,2,4,...} of even integers under addition and multiplication
satisfies all the axioms of a field except [My], [M,] and [M;], that is, is a ring.

INEQUALITIES AND POSITIVE NUMBERS
24. Rewrite so that x is alone between the inequality signs:
(i) 4 <20 <10, (i) -1<2x—3<5, (ii) -3<5—2x < 7.

25. Prove: The product of any two negative numbers is positive.

26. Prove Theorem A.2(iii): If a < b, then a+¢ < b+e.

27. Prove Theorem A.2(iv): If a < b and ¢ is positive, then ac < be.

28. Prove Corollary A.3: The set R of real numbers is totally ordered by the relation a = b,

Q
c

29. Prove: If a <b and c is positive, then: (i) — <—, (il) ¢+ <

oo

|

oo

30. Prove: Vab = (a+b)/2. More generally, prove Vn aayay = (@t ay+ -+ +a,)/n.
31. Prove: Let a and b be real numbers such that a < b+ for every e¢> 0. Then a =b.

32. Determine all real values of x such that: (1) 23+22—6x > 0, (i) (¢ — 1)(x + 8)2

I\
e

ABSOLUTE VALUES
33. Evaluate: (i) [-2|+ |1—4|, (i) [3—-8|—[1—9]|, (iii) | [—4| — 12 —-1]|.

34. Rewrite, using the absolute value sign: (i) —3 < z < 9, (il) 2= =8, (iii) —"T<x < -1,

35. Prove: (i) |—a| =|a|, (i) a2 =1al?, (ii) |o| = Va2, (iv) |z <a iff —a<z<a.
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Chate 1

Linear Transformations







1. Linear transformations

The central objective of linear algebra is the analysis of linear functions
defined on a finite-dimensional vector space.In this chapter, we define the
concept of a linear function or transformation.

Definition 1.0.1 Let V and W be real vector spaces (their dimensions
can be different), and let 7' be a function with domain V and range in W
(written T : V — W). We say T is a linear transformation if

(i) Forallx,y € V,T(x+y) = T(x) + T (y)(T is additive )

(if) Forallx € V,r e K, T (rx) = rT(x)(T is homogeneous).

p) IfV =W, thenT can be called a linear operator.

p) The homogeneity and additivity properties of a linear transforma-
tion T : V — W can be used in combination to show that if x and y
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are vectors in V and r and s are any scalars, then

T(rx+sy) =rT(x)+sT(y).

= Example 1.1 Show that T : R> — R?, defined by
T ((x1,%2)) = (x1 +x2,x1 —x2)

is a linear transformation.
Solution:
Let u = (x1,x2), v = (y1,y2) € R, then
(T (u+v) =T((x1+y1,x2+2))
= (x1+y1 +x2+y2,x1 +y1 — X2 —y2)
= (x1 +x2,x1 —x2) + (V1 +y2,51 —2)
=T(u)+T(v).
(@)T (ru) =T (r(x1,x2+Y))
= (rx) +rxp,rx) —rxa)
=r(x; +x2,X1 —x2).
=rT(u).
Therefore, T is linear transformation. n

» Example 1.2 Show that T : R> — R?, defined by
T((xl,XQ)> = (x1 +Xx2,X1 —X2 + 1)

is not linear transformation.
Solution: let (0,0),(1,1) € R?, then

T((0,0)4(1,1))=T(1,1) = (2,1) # (2,2).

Therefore, T is not linear transformation. n

Theorem 1.0.1 If T : V — W is a linear transformation, then:
(@) T(0)=0.
(b)T(u—v)=T(u)—T(v) foralluand vin V.
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Proof. Letu be any vector in V. Since Ou = 0, it follows from the homo-
geneity property in Definition 1 that

T(0)=T(0u)=0T(u)=0

which proves (a) We can prove part (b) by rewriting 7 (u —v) as

=T(u)+(=1T(v)
=T(u)=T(v)
We leave it for you to justify each step. ]

= Example 1.3 Show that T : V — W, defined by 7'(v) = 0 for every v in
V is a linear transformation called the zero transformation.
Solution:

T(u+v)=0,T(u)=0,T(v)=0,and T (ku) = 0.
Therefore,
T(u+v)=T(u)+T(v)and T (ku) = kT (u).

= Example 1.4 Show that 7 : V — V, defined by T'(v) = v for every vin V
is a linear transformation called the identity operator on V.
Solution:

Tu+v)=u+v,T(u)=u,T(v)=v,and T (ku) = ku.
Therefore,
T(u+v)=T(u)+T(v)and T (ku) = kT (u).

= Example 1.5 Show that 7 : V — V, defined by T (v) = kv for every v in
V and k any scalar is a linear transformation.
Solution:
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T(u+v)=k(u+v)=ku+kv=Tu)+T(v),
and,

T (ru) = k(ru) = rku = rT (u).

p) In the above Example 1.5. If 0 < k < 1, then T is called the
contraction of V with factor k, and if k > 1, it is called the dilation
of V with factor k.

= Example 1.6 Let M), be the vector space of n x n matrices. In each part
determine whether the transformation is linear.
(@) Ti(A) = AT.
(b) Tr(A) = det(A).
Solution:

(a)

()Ti(A+B) = (A+B)T =AT + BT =T1(A) +T:(B).
(ii) T (kA) = (kA)T = kAT = kT (A),

so T is linear.
(b) T is not linear for

T5(A+ B) = det(A + B) # det(A) +det(B) = T»(A) + T2(B).



1.1 Finding linear transformations from images of basis vectdrd

Finding linear transformations from images of basis
vectors

In this section, we show how to find the linear transformations from images
of basis vectors.

If Ty : R* — R™ is multiplication by A, and if ey,ey,...,e, are the
standard basis vectors for R", then A can be expressed as

A=[T(e1)|T (e2)|-- | T (en)]

and we say A is a matrix transformation.
It follows from this that the image of any vector v = (cy,¢3,...,¢,) in R"
under multiplication by A can be expressed as

Ta(v)=c1Ty(e1) + 2Ty (€2) + -+ ¢, Ta (en)

This formula tells us that for a matrix transformation the image of any
vector is expressible as a linear combination of the images of the standard
basis vectors. This is a special case of the following more general result.

Let T : V — W be a linear transformation, where V is
finite-dimensional. If S = {v},v,,...,v,} is a basis for V,| then the
image of any vector v in V can be expressed as

T(V) =cT (V] ) +c T (Vz) +---4c,T (Vn)

where c1,c¢3,...,c, are the coefficients required to express v as a linear
combination of the vectors in the basis S.

Proof. we write vasv=c|v|)+cyva+---+c,V, and use the linearity of
T |

= Example 1.7 Let T : R? — R? be the linear transformation for which
T(Vl):(170)7 T(v2)2(27_1)7 T(V3):(4a3)

Find a formula for T (x1,x2,x3), and then use that formula to compute
T(2,-3,5) by using the basis S = {v;,v3,v3} for R}, where

Vlz(l,l,l), V2:(1,1,0), V3:(1,07O).
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Solution:
We first need to express X = (x1,X2,x3) as a linear combination of v, vy,
and v3. If we write

(X[,Xz,X}) = Cl(l, 17 1) +62(1a 1,0) +C3(1,0,0)
then on equating corresponding components, we obtain

c1t+cyt+ce3=x
c1+ce =X
C1 = X3

which yields ¢y = x3,¢2 = x2 —x3,¢3 = X1 — X2, SO
(xl,xz,xg) :xg(l,1,1)+(XZ7X3)(1,1,0)+(X1 *xz)(l,0,0)
=x3V1 + (X2 —x3) V2 + (X1 —x2) V3
Thus
T (x1,x2,%3) = x3T (Vi) + (2 —x3) T (v2) + (x1 —x2) T (v3)
ZX3(1,0)+(X2—X3) (27—1)+(X1 —x2) (4,3)
= (4x1 — 2xp — x3,3x1 —4xp +x3)

From this formula we obtain

T(2,-3,5) = (9,2,3).
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Kernel and range

In this section, we define and study the kernel and range of linear transfor-
mations.

Recall that if A is an m X n matrix, then the null space of A consists of
all vectors x in R" such that Ax = 0, and the column space of A consists of
all vectors b in R™ for which there is at least one vector x in R” such that
Ax = b. From the viewpoint of matrix transformations, the null space of
A consists of all vectors in R" that multiplication by A maps into 0, and
the column space of A consists of all vectors in R” that are images of at
least one vector in R” under multiplication by A. The following definition
extends these ideas to general linear transformations.

Definition 1.2.1 If 7 : V — W is a linear transformation, then the set of
vectors in V that T maps into 0 is called the kernel of T and is denoted
by ker(T'). The set of all vectors in W that are images under T of at
least one vector in V is called the range of T and is denoted by R(T")

= Example 1.8 Let 7 : V — W be the zero transformation. Find Ker(T')
and R(T).

Solution:
Since T maps every vector in V into 0, it follows that ker(7') = V. Moreover,
since 0 is the only image under T of vectors in V, it follows that R(T') = {0}.

= Example 1.9 Let 7 :V — V be the identity operator. Find Ker(T) and
R(T).

Solution:
Since I(v) = v for all vectors in V, every vector in V is the image of some
vector (namely, itself); thus R(I) = V. Since the only vector that I maps
into 0 is 0, it follows that ker(7) = {0}. .

Properties of kernel and range

Theorem 1.2.1 If T : V — W is a linear transformation, then:
(a) The kernel of T is a subspace of V.
(b) The range of T is a subspace of W.
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Proof. (a) To show that ker(T') is a subspace, we must show that it contains
at least one vector and is closed under addition and scalar multiplication.
Let v; and v, be vectors in ker(7'), and let k be any scalar. Then

T(vi+v2)=T(vi)+T(v2)=0+0=0
$0 V| + vy is in ker(7'). Also,
T(le) :kT(Vl) =k0=0

s0 kvy is in ker(T).

(b) To show that R(T') is a subspace of W, we must show that it contains
at least one vector and is closed under addition and scalar multiplication.
However, it contains at least the zero vector of W since T'(0) = (0). To
prove that it is closed under addition and scalar multiplication, we must
show that if w; and | w are vectors in R(T'), and if & is any scalar, then
there exist vectors a and b in V for which

T(a)=w;+w, and T(b)=kw,

But the fact that w; and w; are in R(7T') tells us there exist vectors v; and
v, in V such that

T(vi)=w; and T (v2)=w;

The following computations complete the proof by showing that the vectors
a=v;| + v, and b = kv, satisfy the equations in (4):

T@)=T(vi+v2)=T(v))+T(v2)=w;+WwW
T(b) = T(le) =KkT (v1) = kw,
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Rank and nullity of linear transformations

In this section, we defined the notions of rank and nullity for an m X n matrix.
Also, we proved that the sum of the rank and nullity is 7.

Definition 1.3.1 Let 7 : V — W be a linear transformation. If the range
of T is finite dimensional, then its dimension is called the rank of T’;
and if the kernel of T is finite-dimensional, then its dimension is called
the nullity of 7. The rank of T is denoted by rank (7') and the nullity of
T by nullity (7).

Theorem 1.3.1 If T : V — W is a linear transformation from a finite-
dimensional vector space V' to a vector space W, then the range of T is
finite-dimensional, and

rank(7") + nullity(7) = dim(V).

Proof. Assume that V is n -dimensional. We must show that
dim(R(T)) + dim(ker(T)) =n

We will give the proof for the case where 1 < dim(ker(7")) < n. The cases
where dim(ker(7)) = 0 and dim(ker(7)) = n are left as exercises. As-

sume dim(ker(7)) = r and let vy,...,V, be a basis for the kernel. Since
{v1,...,V,} is linearly independent, Theorem 4.5.5(b) states that there are
n—r Vectors, V,41, ..., Vy, such that the extended set {v,...,V,, Voq1,..., Vs }

is a basis for V. To complete the proof, we will show that the n — r vectors
inthe set S = {T (V,+1),...,T (v,)} form a basis for the range of T'. It will
then follow that

dim(R(T)) +dim(ker(T)) = (n—r)+r=n
First we show that S spans the range of 7. If b is any vector in the range of
T, then b = T (v) for some vector v in V. Since {Vv{,...,V,, Vri1,...,V,} i8S

a basis for V, the vector v can be written in the form

vV=cCiVi+ -+ Ve +Crp1Vrr1 + -+ iV
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Since vy, ..., v, lie in the kernel of T, we have T (v{) =--- =T (v,) =0,
$O
b=T)=c, 1T (Vr41)+ -+ cuT (vp)

Thus S spans the range of T'. Finally, we show that S is a linearly indepen-
dent set and consequently forms a basis for the range of 7. Suppose that
some linear combination of the vectors in § is zero; that is,

kr+1T(Vr+1)+"'+knT(vn) =0 (L.1)

We must show that k.. = --- =k, = 0. Since T is linear, (3.5) can be
rewritten as

T (kr+lvr+1 +e +knvn) =0

which says that k. 1V, + - +k,V, is in the kernel of T. This vector can
therefore be written as a linear combination of the basis vectors {v;,...,v,},
say

kr+1Vr+1 +otkyVa =kivi+ -+ kv,

Thus,

lel +--- +krvr_kr+lvr+l — _knvn =0
Since {vi,...,v,} is linearly independent, all of the k ’s are zero; in particu-
lar, k1 = --- =k, = 0, which completes the proof. |

p) Inthe special case where A is an m x n matrix and Ty : R* — R™
is multiplication by A, the kernel of T} is the null space of A, and
the range of T4 is the column space o A. Thus, it follows from
Theorem 1.3.1 that

rank (T ) + nullity (T4) = n
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Composition linear transformations

In this section, we define one to one and onto linear transformations. Also,
we discussed composition linear transformations.

Definition 1.4.1 If T : V — W is a linear transformation from a vector
space V to a vector space W, then T is said to be one-to-one if 7 maps
distinct vectors in V into distinct vectors in W, i.e.,

YuyveV,T(u)=T(v)=>u=w.

Definition 1.4.2 If 7 : V — W is a linear transformation from a vector
space V to a vector space W, then T is said to be onto (or onto W ) if
every vector in W is the image of at least one vector in V.

= Example 1.10 Let 7 : R? — R? be a linear transformation define as

T(x,y) = (x,x+Y).

(1) Find Ker T?

(2) Is T one-one?

(3) Is T onto?

Solution:

(1) Let u = (x,y) € KerT, then

T(u)=0= (x,x+y)=(0,0)
=x=0,x+y=0
=x=y=0,

thus, KerT = {(0,0)}.
(2) Let u = (x,y),v = (s,¢) € R* and
T(u)=T(v)= (x,x+y) = (s,5+1)
> X=8,xXty=s+t
=>x=s5y=t
= (x,y) = (s,1).
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thus, T is one-one.
(3) Letv = (s,t) € R> and v = T(u) for all u = (x,y) € R?, then
v="T(u)= (s;t) =T(x,y)
= (5,1) = (x,x+)
=Sx=sy=t—s

= (x,y) € R%.

thus, T is onto. n

= Example 1.11 Let T : R? — R? be a linear transformation define as

T(x,y) = (x,x+,2).

(1) Find Ker T?

(2) Is T one-one?

(3) Is T onto?

Solution:

(1) Letu = (x,y) € KerT, then

T(u) =0 = (x,x+y,z) =(0,0,0)
=>x=O,x+y:0’Z:()
=x=y=z=0,

thus, KerT = {(0,0)}.
(2) Letu = (x,y),v = (s,¢) € R* and
T(u)=T(v) = (x,x+y,2) = (s,5+1,€)
> XxX=s8sx+y=s+t,z=e
=X=s85y=1z7=e

= (x,y) = (s,1)
=Su=nv

thus, T is one-one.
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(3) Let v = (s,,e) € R® and v = T(u) for all u = (x,y) € R?, then

v="T(u) = (s,t,e) =T(x,y)
= (s,t,¢) = (x,x+,2)
=S x=s,y=t—sz7=¢
=x,,Z€R.

thus, T is onto. .

Theorem 1.4.1 If T : V — W is a linear transformation, then the follow-
ing statements are equivalent.

(a) T is one-to-one.

(b) ker(T) = {0}.

Proof. (a) = (D) Since T is linear, we know that 7(0) = 0. Since T is one-
to-one, there can be no other vectors in V that map into 0, so ker(7') = {0}.
(b) = (a) Assume that ker(7') = {0}. If u and v are distinct vectors in V,
then u — v # 0. This implies that 7 (u — v) # 0, for otherwise ker(7') would
contain a nonzero vector. Since 7 is linear, it follows that

T(u)—T(v)=T(u—v)#0

so T maps distinct vectors in V into distinct vectors in W and hence is
one-to-one. |

Definition 1.4.3 If T} : U — V and T, : V — W are linear transforma-
tions, then the composition of 7> with 77, denoted by 75 o 77 (which is
read " T; circle T"), is the function defined by the formula

(IroTi)(u) = T2 (Ti(u))

where u is a vector in U.

Theorem 1.4.2 Let Ty : U —V and T> : V — W be a linear transforma-
tions, then (72 071) : U — W is also a linear transformation.
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Proof. Suppose that u and v are vectors in U and c is a scalar, then it
follows from (1) and the linearity of 77 and 7, that

(oTh) (u+v) =T (Ti(u+v)) =T (Ti(w) + T1(v))
=T (Ti(w)) + 1> (T (v))
= (ToTy) (u)+ (ToTi)(v)

and
(TroTh)(cu) = T2 (Ti(cu)) = To (cTi (u))

=ch(Ti(w)) =c(ThoTh)(u)

Thus, T, o T; satisfies the two requirements of a linear transformation. W

s Example 1.12 Let T} : P, — P, and T, : P, — P> be the linear transfor-
mations given by the formulas

Ti(p(x)) =xp(x) and T (p(x)) = p(2x+4)

Then find (T2 o T] )
Solution:
The composition (T, 0 Ty) : P — P, is given by the formula

(T20Th) (p(x)) = T2 (Ti(p(x))) = Ta(xp(x)) = (2x+4)p(2x +4)
In particular, if p(x) = ¢o + ¢, then

<T20T1) (p(x)) = (T2 OT1> (C0+Clx) = (2)(?-‘1-4) (Co+€1(2x+4>)
=co(2x+4) +e1(2x+4)2.
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1.5 Exercises

1. Suppose that 7' is a mapping whose domain is the vector space M.
In each part, determine whether T is a linear transformation, and if
so, find its kernel

(@) T(A) =

(b) T(A)—tr( ).
(c) T(A)=A+AT.
(d) T(A)=(A)n
(e) T(A) =02x2
() T(A) =cA

2. Determine whether the mapping 7 is a linear transformation, and if
so, find its kernel.
(@) T:R>— R, where T'(u) = |[u]|.
(b) T :R>— R3, where vy is a fixed vector in R* and T (u) = u x vq.
(c) T : My — My3, where B is a fixed 2 x 3 matrix and 7 (A) = AB.
(d) T : My, — R, where

()T({ a Z ]) —3a—4b+c—d

(ii)T({? Z D =a?+b?

(e) T:P,— P>, where
(i)T(a0+a1x—|—a2x2 ag+ai(x+1)+ax(x+1)2
(i) T (ap+arx+azx?) = (ao+ 1)+ (a1 + 1) x+ (az + 1) x*
(f) T : F(—o0,00) — F(—o0,00), where (a) T(f(x)) = 1+ f(x) (b)
T(f() = f(x+1)
3. Let T : P, — P; be the linear transformation defined by T'(p(x)) =
xp(x). Which of the following are in ker(7')?

(a) X
0
©)1+x
(d) —x
4. Let T : My, — My be the dilation operator with factor k = 3.
. 1 2
(a) Find T 4 3

(b) Find the rank and nullity of 7.
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5. Let T : P, — P, be the contraction operator with factor k = 1/4
(a) Find T (1+4x+ 8x?).
(b) Find the rank and nullity of T'.
6. Determine whether the linear transformation is one-to-one and onto
by finding its kernel:
(a) T : R> — R?, where T (x,y) = (y,x).
(b) T : R?> — R3, where T(x,y) = (x,y,x+).
(c) T :R® — R?, where T(x,y,z) = (x+y+2,x—y—2).
(d) T : R*> — R3, where T (x,y) = (x —y,y — x,2x — 2y).
(e) T : R* — R?, where T(x,y) = (0,2x+3y).
(f) T : R — R?, where T (x,y) = (x +y,x — ).
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Spectral wavelength (z)

2. Eigenvalues and Eigenvectors

In this chapter, we’ll look at the "eigenvalues" and "eigenvectors" of scalars
and vectors, words derived from the German word eigen, which means
" " characteristic,”" or "individual." The fundamental

own," "peculiar to,
definition was first used in the study of rotational motion, but it was later

applied to distinguish various types of surfaces and to explain solutions to
differential equations.

Definition 2.0.1 If A is an n x n matrix, then a nonzero vector x in R"
is called an eigenvector of A (or of the matrix operator Ty ) if Ax is a
scalar multiple of x; that is,

Ax = AXx

for some scalar A. The scalar A is called an eigenvalue of A (or of Ty ),
and x is said to be an eigenvector corresponding to A.
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Computing Eigenvalues and Eigenvectors

Our next goal is to establish a general method for determining the
eigenvalues and eigenvectors of an n x n matrix A. We will begin with
the problem of finding the eigenvalues of A. Note first that the equation
Ax = Ax can be rewritten as Ax = AIx, or equivalently, as

(Al —A)x =0

For A to be an eigenvalue of A this equation must have a nonzero solution
for x. The coefficient matrix AI — A has a zero determinant. Thus, we have
the following result.

Theorem 2.0.1 If A is an n X n matrix, then A is an eigenvalue of A if
and only if it satisfies the equation

det(AI—A) =0 2.1)

This is called the characteristic equation of A.

= Example 2.1 Finding eigenvalues of the matrix

3 0
A [ >0 } .
Solution:

The eigenvalues of A are the solutions of the equation

det(AI—A) =0,
which we can write as
A—3 0
8 A+l |T%

from which we obtain
(A—3)(A+1)=0.

Thus, the eigenvalues of A are A =3 and A = —1. .



27

When the determinant det(A7 — A) in (2.1) is expanded, the characteristic
equation of A takes the form

AT e =0 22)

where the left side of this equation is a polynomial of degree » in which
the coefficient of A" is 1. The polynomial

pA)=A" 4 A" e, (2.3)
is called the characteristic polynomial of A.

= Example 2.2 Recall Example (4.3), the characteristic polynomial of the
2 X 2 matrix is

pA)=A-3)A+1)=2>-21-3
which is a polynomial of degree 2 . .

Since a polynomial of degree n has at most n distinct roots, it follows
from (2.2) that the characteristic equation of an n X n matrix A has at most
n distinct solutions and consequently the matrix has at most n distinct
eigenvalues. Since some of these solutions may be complex numbers, it is
possible for a matrix to have complex eigenvalues, even if that matrix itself
has real entries.

= Example 2.3 Find the eigenvalues of

0 1 0
A= 0 0 1
4 —17 8
Solution:
The characteristic polynomial of A is
A =1 0
det(AI—A)=det| 0 A -1 | =A—8A%+171—4
—4 17 A-8

The eigenvalues of A must therefore satisfy the cubic equation

A3 —8A%4+17A—4=0,
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and we can be rewritten the above equation as
(A—4)(A*—41+1)=0
Thus, the eigenvalues of A are

A=4A=2+V3 and A =2—/3.

= Example 2.4 Find the eigenvalues of the upper triangular matrix

ail aip ap3  au
0 ax axy axu
0 0 a3 axn
0 0 0 ayu

A:

Solution:
The determinant of a triangular matrix is the product of the entries on the
main diagonal, we obtain

A—ay  —an —ai3 —ay
_ 0 A—ap —axn —ans
det(AI —A) = det 0 0 A—as  —a
0 0 0 ), — aq4
=(A—an)(A—an)(A—a3) (A —asu)

Thus, the characteristic equation is
(A—aj)(A—an)(A—asz)(A—asu) =0
and the eigenvalues are
A=ay, A=an, A=a3y, A=au

which are precisely the diagonal entries of A. .
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Theorem 2.0.2 If A is an n X n triangular matrix (upper triangular, lower
triangular, or diagonal), then the eigenvalues of A are the entries on the
main diagonal of A

Theorem 2.0.3 If A is an n X n matrix, the following statements are
equivalent.

(a) A is an eigenvalue of A.

(b) A is a solution of the characteristic equation det(AI —A) = 0.

(¢) The system of equations (Al — A)x = 0 has nontrivial solutions.

(d) There is a nonzero vector x such that Ax = Ax.

Finding Eigenvectors and Bases for Eigenspaces:
Now that we know how to find the eigenvalues of a matrix, we will consider
the problem of finding the corresponding eigenvectors. By definition, the
eigenvectors of A corresponding to an eigenvalue A are the nonzero vectors
that satisfy

(ALl—-A)x= 0.

Thus, we can find the eigenvectors of A corresponding to A by finding the
nonzero vector x which it is a solution of the system (A/ —A)x = O.

= Example 2.5 Find bases for the eigenvectors of the matrix

-1 3
a[13)
Solution:

The characteristic equation of A is

‘ G, ' A A1) —6=(A—2)(A+3)=0
so the eigenvalues of A are A =2 and A = —3.
Thus, there are two eigenvectors of A, one for each eigenvalue. By definition,

suppose that
[ : }
X =
X2
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is an eigenvector of A corresponding to an eigenvalue A if and only if
(AI—A)x =0, that is,

A+1 =3 x| _ |0
-2 l X2 o 0
In the case where A = 2 this equation becomes
3 -3 x| _ |0
-2 2 x| |0
whose general solution is
X1 =t, Xxp=t.

Since this can be written in matrix form as
X1 | ¢ 1
X2 Tl | T 1
1
1

is a basis for the eigenvectors corresponding to A = 2. We leave it for you
to follow the pattern of these computations and show that

1]

is a basis for the eigenspace corresponding to A = —3. "

it follows that

= Example 2.6 Find bases for the eigenvectors of

0 0 -2
A=1]1 2 1
1 0 3

Solution:
The characteristic equation of A is

A3 512 +81—4=0,
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or in factored form,

(A —1)(A=2)*=0.

Thus, the distinct eigenvalues of A are A = 1 and A = 2, so there are two
eigenvectors of A. By definition,

is an eigenvector of A corresponding to A if and only if X is a nontrivial
solution of (Al —A)x = 0, or in matrix form,

A 0 2 X1 0
-1 A-2 -1 x |=1]0
—1 0 A-=3 X3 0

In the case where A = 2, the above equation becomes

2 0 2 X1 0
-1 0 -1 x | =10
-1 0 -1 X3 0

Solving this system using Gaussian elimination yields
X]=—8, X2=1I, X3=3¢§

Thus, the eigenvectors of A corresponding to A = 2 are the nonzero vectors
of the form

-5 —s 0 -1
X = = O+t | =s +r| 1
s s 0 1
Sin
-1 0
and 1



32 Chapter 2. Eigenvalues and Eigenvectors

are linearly independent (why?), these vectors form a basis for the eigen-
vector corresponding to A = 2.
If A =1, then (A — A)x = O becomes

1 0 2 X1 0
-1 -1 -1 x =10
-1 0 -2 X3 0

Solving this system yields (verify)
X]=-28, xp=38, X3=3S

Thus, the eigenvectors corresponding to A = 1 are the nonzero vectors of
the form

—2s -2 -2
s | =s 1 | sothat 1
s 1 1
is a basis for the eigenspace corresponding to A = 1. .

The next theorem establishes a relationship between the eigenvalues
and the invertibility of a matrix.

Theorem 2.0.4 A square matrix A is invertible if and only if A = 0 is
not an eigenvalue of A.

Proof. Assume that A is an n X n matrix and observe first that L =0 is a
solution of the characteristic equation

At A" e, =0

if and only if the constant term ¢, is zero. Thus, it suffices to prove that A
is invertible if and only if ¢, # 0. But

det(lI—A) =A" —|—c1},n71 4+t
or, on setting A =0,
det(—A)=c, or (—1)"det(A)=c,

It follows from the last equation that det(A) = 0 if and only if ¢, = 0, and
this in turn implies that A is invertible if and only if ¢, # 0. ]
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Exercises

A- Find elgenvalue and eigenvectors of the following:

1.A= ]
5 —1
2a-[3 7],
[4 0 1
32A=| 2 3 2
|1 0 4
[ 2 -1 -1
4. A= —1 2 -1
-1 -1 2
B- Find the characteristic equation, the eigenvalues, and bases for the

eigenvectors of the matrix.

@[} 5]
o7 7]
@
olt ]
@7,
o] 2 ;]
o2 1)
o1

C- Find the characteristic equation, the eigenvalues, and bases for the
eigenvectors of the matrix.
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2.2 Diagonadlization

Definition 2.2.1 If A and B are square matrices, then we say that B is
similar to A if there is an invertible matrix P such that

B=rP 'AP.

Note that if B is similar to A, then it is also true that A is similar to B
since we can express A as A = O~ ' BQ by taking Q = P~!. This being the
case, we will usually say that A and B are similar matrices if either is similar
to the other.

Definition 2.2.2 A square matrix A is said to be diagonalizable if it is
similar to some diagonal matrix; that is, if there exists an invertible
matrix P such that P~!AP is diagonal. In this case the matrix P is said
to diagonalize A.

Theorem 2.2.1 (a)If A1, A, ..., A are distinct eigenvalues of a matrix A,
and if vy, vy, ..., vy are corresponding eigenvectors, then {v,va,..., Vi }
is a linearly independent set.

(b) An n x n matrix with n distinct eigenvalues is diagonalizable.

A Procedure for Diagonalizing an n x n Matrix

Step 1. Determine first whether the matrix is actually diagonalizable by
searching for n linearly independent eigenvectors. One way to do this is
to find a basis for each eigenvector and count the total number of vectors
obtained. If there is a total of n vectors, then the matrix is diagonalizable,
and if the total is less than n, then it is not.

Step 2. If you ascertained that the matrix is diagonalizable, then form the
matrix P = [p; pz....p»] whose column vectors are the n basis vectors you
obtained in Step 1.

Step 3. P~! AP will be a diagonal matrix whose successive diagonal entries
are the eigenvalues A, A, ..., A, that correspond to the successive columns
of P.
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= Example 2.7 Find a matrix P that diagonalizes

0 0 -2
A=|1 2 1
1 0 3

Solution:
The characteristic equation of A to be

A-1)(A-2)2=0

and we found the following bases for the eigenvalues:

-1
A=2: p1= 0|, Pob=|1]: A=1:
1 0

There are three basis vectors in total, so the matrix
-1 0 =2
P= 0 1
1 0
diagonalizes A. As a check, you should verify that

1 0 00
Plap=| 1 1 1 1 2
0 —1 1 0

- -1
1 0
1

0
1
0

-2

2 0
0 2
0 0

In general, there is no preferred order for the columns of P. Since the i
th diagonal entry of P~'AP is an eigenvalue for the i th column vector of
P, changing the order of the columns of P just changes the order of the
eigenvalues on the diagonal of P~!AP. Thus, had we written

-1 -2 0
P= 0 1 1
1 1 0

—_ o O
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in the preceding example, we would have obtained

2.0 0
PlaP=]0 1 0
0 0 2

= Example 2.8 Show that the following matrix is not diagonalizable:

1 00

Solution:
The characteristic polynomial of A is

A-1 0 0
detAI—A)=| -1 A-2 0 |=A-1)(A-2)
3 -5 A-2

so the characteristic equation is
A-1)(A-2)=0

and the distinct eigenvalues of A are A = 1 and A = 2. We leave it for you
to show that bases for the eigenvalues are

1
A=1: p = —z i A=2: po=1|0
1

Since A is a 3 x 3 matrix and there are only two basis vectors in total A is
not diagonalizable. .

Eigenvalues of Powers of a Matrix
Suppose that A is an eigenvalue of A and x is a corresponding eigenvector.
Then

A%x = A(AX) = A(Ax) = A (Ax) = A(Ax) = A’x
which shows not only that A2 is a eigenvalue of A2 but that x is a correspond-
ing eigenvector. In general, we have the following result.
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Theorem 2.2.2 If k is a positive integer, A is an eigenvalue of a matrix
A, and x is a corresponding eigenvector, then A* is an eigenvalue of A
and x is a corresponding eigenvector.

= Example 2.9 In Example 2.8 we found the eigenvalues and corresponding
eigenvectors of the matrix

A=

W = =
(Y13 \S ]
\S el e]

Do the same for A”.

Solution:

We know from Example 2.8 that the eigenvalues of A are A = 1 and A =2,
so the eigenvalues of A” are A = 17 = 1 and A = 27 = 128. The eigenvectors
p:1 and p; obtained in Example 2.8 corresponding to the eigenvalues A = 1
and A =2 of A are also the eigenvectors corresponding to the eigenvalues
A=1land A =128 of A" .

Computing Powers of a Matrix;

Suppose that A is a diagonalizable n x n matrix, that P diagonalizes A, and
that

A 0 -~ 0
0 A - 0
P lap= , .| =D
0 0 - A,
Squaring both sides of this equation yields

A0 - 0

0 2 .00
(P'aP)’ = & | =D

0 o ... A2

n

We can rewrite the left side of this equation as

(P~'AP)* = PT'APP™'AP = P~'AIAP = P~ A?P
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from which we obtain the relationship P~'A%2P = D?. More generally, if k
is a positive integer, then a similar computation will show that

AR 0 0
P lakp =Dk = (_) /L‘{( (_)
A
which we can rewrite as
Af ok 0
Ak =ppp~t =p (,) },2 (_) p!
0 0 2k

= Example 2.10 Find A'3, where

=

I
—_— O
[==>1 S I en)

—

Solution:
Recall Example 2.7 that the matrix A is diagonalized by

-1 0
P= 0 1 1
1 0
and that

D=P 'AP=

S O
(=3 S R e}
- O O
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Thus, it follows that

A3 _ ppl3p-1 —

[ -1 0

0 1
1 0

[ —8190

8191
8191

-2 2B 0 o0 1 0 2
1 0o 2B o 1 1 1
1 o o 1B -1 0 -
0 —16382

8192 8191
0 16383
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2.3 Exercise

Exercise
A- Show that A and B are not similar matrices
1 1 1 0
1.A= 3 2].B—{3 5
(4 —1 4 1
Z‘A:_z 4}’32[2 4}
(1 2 3] 1 2 07
3A=(0 1 2| B=|3 10
L0 0 1 | 0 0 1 |
1 0 1] 1 1 0]
4 A=]12 0 2 |,B=|2 2 0
3 0 3 01 1

nalizes A, and check_your work by compl-lting PAP.

1 0
saz[l 0]

—14 12
sa| H 2]
2 0 -2 1 00
7A=1]10 3 0].8.4=]10 1 1
00 3 01 1
9. Let
4 0 1
A=|2 3 2
1 0 4

(a) Find the eigenvalues of A.
(b) For each eigenvalue A, find the rank of the matrix Al — A.
(c) Is A diagonalizable? Justify your conclusion.

B- Find a matrix P that diago-
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(3. Differential Equations

Many laws of physics, chemistry, biology, engineering, and economics are
described in terms of “differential equations”—that is, equations involving
functions and their derivatives. In this section we will illustrate one way in
which matrix diagonalization can be used to solve systems of differential
equations.

Recall from calculus that a differential equation is an equation involving
unknown functions and their derivatives. The order of a differential equation
is the order of the highest derivative it contains. The simplest differential
equations are the first-order equations of the form

Yy =ay (3.1)
where y = f(x) is an unknown differentiable function to be determined,
y' =dy/dx is its derivative, and a is a constant. As with most differential
equations, this equation has infinitely many solutions; they are the functions
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of the form
y=ce™ (3.2)

where c is an arbitrary constant. That every function of this form is a
solution of 3.1 follows from the computation

/
Yy = cae™ = ay

and that these are the only solution is shown in the exercises. Accordingly,
we call 3.2 the general solution of 3.1. As an example, the general solution
of the differential equation y’ = 5y is

y=ce” (3.3)

Often, a physical problem that leads to a differential equation imposes some
conditions that enable us to isolate one particular solution from the general
solution. For example, if we require that solution 3.3 of the equation y’ = 5y
satisfy the added condition

y(0)=6 (3.4)

(that is, y = 6 when x = 0 ), then on substituting these values in 3.3, we
obtain 6 = ce = ¢, from which we conclude that

y = 6e>*

is the only solution y’ = 5y that satisfies 3.4.

A condition such as 3.4, which specifies the value of the general solution
at a point, is called an initial condition, and the problem of solving a
differential equation subject to an initial condition is called an initial-value
problem.
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First-Order Linear Systems

A systems of differential equations of the form

Yi=anyi +any:+- - +aiyn
y’z. =ay1+any:+---+ayyn (3.5)

yi/z =any1 +amy2+---+anmYn

where y; = f1(x),y2 = f2(x),...,y, = fu(x) are functions to be determined,
and the a;; s are constants.
By using matrix notation, (3.5) can be written as

)"1 ayy a0 A V1
A azy axp - Ay »
yi, apl dp2 - App Yn
or
y = Ay 3.6)

where the notation y' denotes the vector obtained by differentiating each
component of y.

We call (3.5) or its matrix form (3.6) a constant coefficient first-order
homogeneous linear system. It is of first order because all derivatives are of
that order, it is linear because differentiation and matrix multiplication are
linear transformations, and it is homogeneous because

yi=y2=:--=y=0
is a solution regardless of the values of the coefficients As expected, this is
called the trivial solution.
= Example 3.1 Write the following system in matrix form:
yp =3y

Yo ==2m
Y3 = 5y3
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Solution:
Y 3 0 0 ¥
v» =10 =20 y2
Y3 0 05 y3
or
3 0 0
y=10 -2 0]y
0 0 5

= Example 3.2 Solve the system in the above Example (3.1)

Solution:
Since the above system involves only one unknown function, we can solve

the equations individually. then the solutions are

yi=cre”
y2=ce ¥
y3 =c3e™
or, in matrix notation,
yl CleSX
y=1|n | =] ce?
¥3 cse™

= Example 3.3 Find a solution of the system in the above Example (3.1)
that satisfies the initial conditions y;(0) = 1, y»(0) = 4, and y3(0) = —2
Solution:
From the given initial conditions, we obtain
1=y1(0)=c1e = ¢
4=y,(0)= 2’ =y
—2=y3(0) = cse® = ¢3

so the solution satisfying these conditions is

=% yy=4e, y3=-2e"
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or, in matrix notation,

i e

¥ —2e™
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Solve First-Order Linear System by Diagonalization

The basic idea for solving a system

y =Ay

whose coefficient matrix A is not diagonal is to introduce a new unknown
vector u that is related to the unknown vector y by an equation of the form

y=Pu

in which P is an invertible matrix that diagonalizes A. Of course, such a
matrix may or may not exist, but if it does, then we can rewrite the equation

Y =Ay
as
Pu’ = A(Pu)
or alternatively as
v = (P 'AP)u

Since P is assumed to diagonalizes A, this equation has the form

v =Du

where D is diagonal. We can now solve this equation for u using the method
of Example (3.1), and then obtain y by matrix multiplication using the
relationship y = Pu.

In summary, we have the following procedure for solving a system
y' = Ay in the case were A is diagonalizable.
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A Procedure for Solving y' = Ay If A Is Diaganalizable

Step 1. Find a matrix P that dizgonalizes A.
Step 2. Make the substitutions y = Pu and y’ = Pu’ to obtain a new
"diagonal system"

u’ = Du,

where D = P~'AP.
Step 3. Solve v’ = Du.
Step 4. Determine y from the equation y = Pu.

= Example 3.4 Let a system

Yi=y1+y
¥y =4y1 =2y
then
(a) Solve this system.
(b) Find the solution that satisfies the initial conditions y; (0) = 1,y2(0) = 6.
Solution:
(a) The coefficient matrix for the system is

1 1
A= [ Lo } |
Since A will be diagonalized by any matrix P whose columns are linearly
independent eigenvectors of A.

Now
det(Al — A) = ‘ A s ‘
=A2+1-6
=A+3)(1-2),
the eigenvalues of A are A =2 and A = —3.
By definition,

=[]
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is an eigenvector of A corresponding to A if and only if x is a nontrivial

solution of
A—1 -1 x| _ |0
-4 A+2 x| |0

If A = 2, this system becomes

BN

Solving this system yields x; =#,xy =t, so

Thus,

is a basis for the eigenvector corresponding to A = 2.
Similarly, you can show that
_1
- g
ne [

is a basis for the eigenvector corresponding to A = —3. Thus,

[

D=P'AP= [ 20 }

diagonalizes A, and

0 -3
Thas, as noted in Step 2 of the procedure stated above, the substitution

y=Puandy =P,
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yields the diagonal system"

u' = Du
_ 2 0 ui
10 -3 uy |’
or
uy = 2u;
uh = —3uy

and the solution of this system is

up = cre cre*
“la oru=
uy = cre

so the equation y = Pu yields, as the solution fory,

]! —% cre
Y= » 1 || ce™
. cre® — %cze’”
T creF 4 ope

or

vy = cre® — %cze’b‘

y2=cre* +epe ™

(b) If we substitute the given initial conditions in the above system, we

obtain
Ccl1 — %CQ =1

ci1t+ec=6

Solving this system, we obtain c¢; = 2, ¢, = 4, so the solution with the initial

conditions is
V= 262X _ ef3x

yy = 2e¥ 4 de™
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Exercises

1. (a) Solve the system
Yy =y1+4y
¥y =2y1+3y
(b) Find the solution that satisfies the initial conditions y; (0) = 0,y,(0) =0
2. (a) Solve the system
Yi =Y1+3y
Yy =4y1 + 5y
(b) Find the solution that satisfies the conditions y; (0) =2, y2(0) =1
3. (a) Solve the system

Yi=4 +w»m
Vo= =291+
Vs=-2y1 +»m

(b) Find the solution that satisfies the initial conditions y; (0) = —1,y,(0) =
1,y3(0) =0



Chante 4




-



Clustering coefficient Modularity

w@&

4. Graph Theory

4.1 Directed Graphs

Definition 4.1.1 A directed graph is a finite set of elements, {P;, P, ..., P, },
together with a finite collection of ordered pairs (P;, P;) of distinct el-
ements of this set, with no ordered pair being repeated. The elements

of the set are called vertices, and the ordered pairs are called directed
edges, of the directed graph.

We use the notation P, — P; (which is read “P; is connected to P;”) to
indicate that the directed edge (P,, P;) belongs to the directed graph. Geo-
metrically, we can visualize a directed graph by representing the vertices as
points in the plane and representing the directed edge P; — P; by drawing a
line or arc from vertex P; to vertex P;, with an arrow pointing from F; to P;.
If both P, — P; and P; — P; hold (denoted P; <+ P;), we draw a single line
between F; and P; with two oppositely pointing arrows. See Figure (4.1)
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Pl
= P
.f"f ____.,-o-"".
u/ if’f P
-F| T— — - — .P_'_; 5
ep_ -
5 —
Py
Figure 4.1:

With a directed graph having n vertices, we may associate an n X n

matrix M = [m;;], called the vertex matrix of the directed graph.
Its elements are defined by

1, ifRoP
Y771 0, otherwise

p) Vertex matrices have the following two properties:
(i) All entries are either O or 1.
(i1) All diagonal entries are 0.
Conversely, any matrix with these two properties determines a
unique directed graph having the given matrix as its vertex matrix.

= Example 4.1 Find the corresponding vertex matrices for directed graphs
in Figure (4.2)
Solution:
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P P
Py Py
(a)
(a)
(b)
(©

Figure 4.2:

S o oo
S = O =
SO = O

—_—— O O =
- o O = O

p— e O
S O O =
S o= O

SO = = O

o= O O

O = O O

Py

SO = OO~

= Example 4.2 Let M be the vertex matrix define as follow

o= O O

1
1
0
0

SO O =

)

(=]
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Find the corresponding directed graphs for M.
Solution:
the corresponding directed graphs for M explain in Figure (4.3). .

Py
B
- f ®F,
- *
Py _.*I
]
'p.'
Figure 4.3:

= Example 4.3 A certain family consists of a mother, father, daughter, and
two sons. The family members have influence, or power, over each other in
the following ways: the mother can influence the daughter and the oldest
son; the father can influence the two sons; the daughter can influence the
father; the oldest son can influence the youngest son; and the youngest son
can influence the mother. Find the directed graph and vertex matrix of this
model.

Solution:

Figure (4.4) is the resulting directed graph, where we have used obvious
letter designations for the five family members.

The vertex matrix of this directed graph is

00

- o O O
S O = O
[ R e R
SO O =~
S = O = O
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Figure 4.4:

In Example (4.3) the father cannot directly influence the mother; that is,
F — M is not true. But he can influence the youngest son, who can then
influence the mother. We write this as ¥ — YS — M and call it a 2-step
connection from F to M. Analogously, we call M — D a 1-step connection,
F — OS —YS — M a 3-step connection, and so forth.

Now we show a technique for finding the number of all possible r-step
connections (r = 1,2,...) from one vertex P; to another vertex P; of an
arbitrary directed graph.

The number of 1-step connections from P; to P; is simply m;;. That
is, there is either zero or one 1-step connection from P, to P;, depending
on whether m;; is zero or one. For the number of 2 -step connections, we

consider the square of the vertex matrix. If we let ml(jz) be the (i, j) -th
element of M2, we have

2
ml(j) =mjmyj+mpmyj+ -+ Mipyj. 4.1

If mj; = my; = 1, there is a 2 -step connection P, — P — P; from P;
to P;. But if either m;; or my; is zero, such a 2 -step connection is not
possible. Thus P, — P; — P; is a 2 -step connection if and only if m;1m;; =
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1. Similarly, for any k = 1,2,...,n, P, = P, — P; is a 2-step connection
from P, to P; if and only if the term m;my; on the right side of (4.1) is one;
otherwise, the term is zero. Thus, the right side of (4.1) is the total number
of two 2 -step connections from P, to P;.

In general, we have the following result.

Theorem 4.1.1 Let M be the vertex matrix of a directed graph and let
m,(;) be the (i, j) -th element of M". Then m,(jr) is equal to the number of
r -step connections from F; to P;.

= Example 4.4 Figure 4.5 is the route map of a small airline that services
the four cities P;, P>, P, P4. Find a vertex matrix and r -step connections
from Py to P;.

Py
.-'""\
e ’ | A Y
E 4 4
re 'SR
-~ | *,
Fl. = I' T _.-} -Ing
| A
[ ¥
v
Py
Figure 4.5:

Solution:
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As a directed graph, its vertex matrix is

01 1 0
1 01 0
M=14 0 0 1
0O 1 1 0
‘We have that
2 0 1 1
> |11 1 1
M= 02 2 0|’
2 01 1
and
1 3 3 1
3 |22 31
M= 4 0 2 2
1 3 3 1

If we are interested in connections from city Py to city P3, by using Theorem
4.1.1 we find their number.

since my3 = 1, there is one 1-step connection; because m%) =1, there is one
2-step connection; and because mg) = 3, there are three 3-step connections.
Now we verify this, from Figure 3.5 we find

1-step connections from Py to P3 : Py — P;.

2-step connections from Py to P3 : P4 — P, — Ps.

3-step connections from P4 to P3 :

Py —P;— Py — P
PL—P —>P.— P
Py—Py;—P.—P;.
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4.2 cliques
Definition 4.2.1 A subset of a directed graph is called a clique if it
satisfies the following three axioms:
(i) The subset contains at least three vertex.
(ii) For each pair of vertices P; and P; in the subset, both P; — P; and
P; — B are true.
(iii) The subset is as large as possible; that is, it is not possible to add
another vertex the subset and still satisfy condition (ii).

= Example 4.5 The directed graph illustrated in Figure 4.6 which might
represent the route map of an airline. Find the set of cliques.

Figure 4.6:

Solution:
The directed graph has two cliques:

{P17P27P3uP4}7

and
{P3,Py,Ps}.
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Cliques can be identified by inspecting simple directed graphs. However, a
systematic method for detecting cliques in large directed graphs would be
ideal. For this reason, t it will be helpful to define a matrix

S= [sij] )
related to a given directed graph as follows:

L _[ 1 ifReP
K 0, otherwise

The matrix S determines a directed graph that is the same as the given
directed graph, with the exception that the directed edges with only one
arrow are deleted.

The matrix S may be obtained from the vertex matrix M of the
original directed graph by setting s;; = 1 if m;; = mj;; = 1 and
setting s;; = 0 otherwise.

The following theorem, which uses the matrix S, is helpful for identify-
ing cliques.

Theorem 4.2.1 Let sg) be the (i, j)-th element of S*. Then a vertex P,

belongs to some clique if and only if 551-3) #0

Proof. 1f sl(f ) = 0, then there is at least one 3-step connection from P;
to itself in the modified directed graph determined by S. Suppose it is
P, — P; — P, — P;. In the modified directed graph, all directed relations
are two-way, so we also have the connections P; <+ P; <+ P, <+ P,. But this
means that {P,-,Pj,Pk} is either a clique or a subset of a clique. In either
case, P, must belong to some clique. The converse statement, "if P; belongs

to a clique, then 51(13 ) # 0,” follows in a similar manner. ]
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= Example 4.6 Suppose that a directed graph has as its vertex matrix

01 1 1
1 010
M=19 10 1
1 0 0O
Find S and show that the directed graph has not clique.
Solution:
01 0 1
1 01 0
S=10 10 0]
1 0 00O
and
0 3 0 2
s |3 020
§= 0 2 0 1
2 010

Because all diagonal entries of S3 are zero, it follows from Theorem 4.2.1
that the directed graph has no cliques. .

= Example 4.7 Suppose that a directed graph has as its vertex matrix

01 01 1
1 0010
M=]11 010
1 1.0 00
1 0010
Find S and show that the directed graph has not clique.
Solution:
01 0 1 1
1 0010
S=({0 0 0 0 0],
1 1.0 00
1 0 00O



4.2 cliques 65

and
2 4 0 4 3
4 2 0 3 1
$$=10 0000
4 3 0 2 1
31010

The nonzero diagonal entries of S* are sﬁ) , sg), and s‘ﬁ). Consequently, in

the given directed graph, P, P>, and P4 belong to cliques. Because a clique
must contain at least three vertices, the directed graph has only one clique,
{Pl 5 PZ; P4} . [ ]



66 Chapter 4. Graph Theory

Dominance-Directed Graphs
Definition 4.3.1 A dominance-directed graph is a directed graph such
that for any distinct pair of vertices F; and Pj, either P, — Pj or Pj — P,
but not both.

An example of a directed graph satisfying this definition is a league of
n sports teams that play each other exactly one time, as in one round of a
round-robin tournament in which no ties are allowed. If P; — P; means that
team P; beat team P; in their single match, it is easy to see that the definition
of a dominance-directed group is satisfied. For this reason, dominance-
directed graphs are sometimes called tournaments.

In any dominance-directed graph, there is at least one
vertex from which there is a 1-step or 2 -step connection to any other
vertex.

Proof. Suppose that a vertex (there may be several) with the largest total
number of 1-step and 2-step connections to other vertices in the graph. By
renumbering the vertices, we may assume that Pj is such a vertex. Suppose
there is some vertex P; such that there is no 1-step or 2-step connection
from P; to P,. Then, in particular, P — P, is not true, so that by definition
of a dominance-directed graph, it must be that P; — P;. Next, let P, be any
vertex such that P, — P, is true. Then we cannot have P, — P,, as then
P — P, — P, would be a 2-step connection from P; to ;. Thus, it must
be that P, — P;. That is, P, has 1-step connections to all the vertices to
which Pj has 1-step connections. The vertex P, must then also have 2-step
connections to all the vertices to which P; has 2-step connections.

But because, in addition, we have that P, — P, this means that P, has more
I-step and 2-step connections to other vertices than does P;. However, this
contradicts the way in which P; was chosen. Hence, there can be no vertex
P, to which P has no 1-step or 2-step connection. ]
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The sum of the entries in the ith row of M is the total number of 1-
step connections from P, to other vertices, and the sum of the entries
of the i th row of M? is the total number of 2 -step connections from
P, to other vertices. Consequently, the sum of the entries of the i th
row of the matrix

A=M+M>,

is the total number of 1-step and 2-step connections from P, to other
vertices. In other words, a row of

A=M+M>,

with the largest row sum identifies a vertex having the property
stated in Theorem 4.3.1

= Example 4.8 Suppose that five baseball teams play each other exactly
once, and the results are as indicated in the dominance-directed graph of
Figure 4.7. Find M and A of the graph.

-"ﬂ—"—h—c*a

T >_x.

l - ;'
PT

Figure 4.7:

Solution:
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The vertex matrix of the graph is

00110
1 01 01
M=|0 001 0],
01000
10110
SO
00110 01010
1 01 0 1 1 02 30
A=M+M*=|0 0 0 1 O0|+|0 1 0 0 0
01000 1 01 0 1
1 0110 01120
01120
2 0 3 3 1
=10 101 0
1 11 0 1
1 12 30

Then the row sums of A are
1st row sum =4
2nd row sum =
3rd row sum =2
4th row sum =4
5th row sum =7
Since the second row has the largest row sum, the vertex P> must have a

1-step or 2-step connection to any other vertex. This is easily verified from
Figure 3.7. "

Definition 4.3.2 The power of a vertex of a dominance-directed graph
is the total number of 1-step and 2-step connections from it to other
vertices. Alternatively, the power of a vertex P, is the sum of the entries
of the i th row of the matrix A = M + M2, where M is the vertex matrix
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I of the directed graph.

= Example 4.9 Let us rank the five baseball teams in Example 4.8 accord-
ing to their powers. From the calculations for the row sums in that example,
we have

Power of team P, = 4.
Power of team P, = 9.
Power of team P; = 2.
Power of team Py, = 4.
Power of team Ps =7

Thus, the ranking of the teams according to their powers would be

First P;.
Second Ps.
Third P;.

And tied for thrird Py.
Last Ps.
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Exercises

A- Draw a diagram of the directed graph corresponding to each of the
following vertex matrices.

()

—_ o = o
S oo
[ N R
S~ OO

(b)

—_ o O = O
—_ o = O O
—_o O O =
SO~ OO
SO = = O

B- Five baseball teams play each other one time with the following results:

A beats B, C,D
B beats C, E
Cbeats D, E

D beats B
E beats A, D

Rank the five baseball teams in accordance with the powers of the vertices
they correspond to in the dominance-directed graph representing the out-
comes of the games.

C- For the dominance-directed graph illustrated in Figure 4.8 construct the
vertex matrix and find the power of each vertex
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Figure 4.8:
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Cryptography Techniques

5. Cryptography

In this chapter, we introduce a method of encoding and decoding mes-
sages. Also, we examine modular arithmetic and explaine how Gaussian
elimination can sometimes be used to break an opponent’s code.

5.1 Ciphers

Secret codes date to the earliest days of written communication, there
has been a recent surge of interest in the subject because of the need
to maintain the privacy of information transmitted over public lines of
communication.

Definition 5.1.1 Cryptography is study encoding and decoding of se-
I cret messages.
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p) Inthe language of cryptography:
(i) Codes are called ciphers.
(i1) Uncoded messages are called plaintext.
(iii) Coded messages are called ciphertext.
(iv) The process of converting from plaintext to ciphertext is called
enciphering.
(v) The reverse process of converting from ciphertext to plaintext
is called deciphering.

The simplest ciphers, called substitution ciphers, are those that
replace each letter of the alphabet by a different letter.

For example, in the substitution cipher

[ Plain [A[B[C|D[E[F|[JT[H|I[J[K[L|M]
[Cipher [ D E[F|[G[H[I|JT|[K|[L[M[NJO]P|]
[ Plain [NJO[P|Q[R[S|TJU|JV[W[X][Y]Z]
[Cipher [ Q[ R[S|TJ[UJV|WI[X]Y[Z[A[B]C]

the plaintext letter A is replaced by D, the plaintext letter B by E, and so
forth. With this cipher the plaintext message

ROME WAS NOT BUILT IN A DAY
becomes

URPH ZDV QRW EXLOW LQ D GDB
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Hill Ciphers

In this section we will study a class of polygraphic systems based on matrix
transformations.

Now, we assume that each plaintext and ciphertext letter except Z is assigned
the numerical value that specifies its position in the standard alphabet (Table
5.1). For reasons that will become clear later, Z is assigned a value of zero.

[ Plan [A[B|JC|D|[E[F|[J[H[I[JJ]K|L[M

[Cipher [ 1 [ 2 [3 [ 4[5]6 [ 7 [8[]9]10]11][12]13

[ Plan [NJOJP|Q[R[S|TJU[V[W[X]Y][Z

[ Cipher [ 14 [ 15 [ 16 [ 17 [ 18 [19]20 [ 21 [22[23[24[25] 0
Table 5.1:

Whenever an integer greater than 25 occurs, it will be replaced
by the remainder that results when this integer is divided by 26.
Because the remainder after division by 26 is one of the integers
0,1,2,..., 25, this procedure will always yield an integer with an

alphabet equivalent.

In the simplest Hill ciphers, successive pairs of plaintext are transformed
into ciphertext by the following procedure:
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Step 1. Choose a 2 x 2 matrix with integer entries

e [ ann an ]
azy  ax

to perform the encoding. Certain additional conditions on A will be
imposed later.
Step 2. Group successive plaintext letters into pairs, adding an
arbitrary “dummy” letter to fill out the last pair if the plaintext has
no odd number of letters, and replace each plaintext letter by its
numerical value.
Step 3. Successively convert each plaintext pair

aa
D2
into a column vector and form the product AP. We will call P a

plaintext vector and AP the corresponding ciphertext vector.
Step 4. Convert each ciphertext vector into its alphabetic equivalent.

= Example 5.1 Use the matrix

o 5]

to obtain the Hill cipher for the plaintext message
I AM HIDING

Solution:
If we group the plaintext into pairs and add the dummy letter G to fill out
the last pair, we obtain

IA MH ID IN GG
Form Table 5.1, we find
9 1 13 8 9 4 9 14 7 17
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To encipher the pair /A, we form the matrix product

201

From Table 5.1, yields the ciphertext KC. To encipher the pair MH, we

form the product
1 2 131 129
0 3 8 | | 24

However, there is a problem here, because the number 29 has no alphabet
equivalent (Table 5.1). To resolve this problem, we use the above remark.
Thus, we replace 29 by 3, which is the remainder after dividing 29 by 26. It
now follows from Table 5.1 that the ciphertext for the pair MH is CX. The
computations for the remaining ciphertext vectors are

=]
- Z; o 16}
=[]

These correspond to the ciphertext pairs QL, KP, and UU, respectively.
Therefore, the entire ciphertext message is

o—~o—~o~
W N W N W
.
=0

KC CX QL KP UU

which, in most situations, will be sent as a single string with no spaces:

KCCXQLKPUU

e The Hill cipher in Example 5.1 is referred to as a Hill 2-
cipher because the plaintext was grouped in pairs and enci-
phered by a 2 x 2 matrix.
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e The plaintext can also be divided into triples and enciphered
using a 3 x 3 matrix of integer entries, which is known as a
Hill 3-cipher.

e In general, for a Hill n-cipher, plaintext is grouped into sets
of n letters and enciphered by an n x n matrix with integer
entries.
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Modular Arithmetic

A positive integer m is called the modulus in modular arithmetic, and any
two integers whose difference is an integer multiple of the modulus are
treated as "equal” or "equivalent" with respect to the modulus. To be more
specific, we include the following definition.

Definition 5.3.1 If m is a positive integer and a and b are any integers,
then we say that a is equivalent to » modulo m, written

a=b (modm),
if @ — b is an integer multiple of m.

= Example 5.2

7=2 (mod5)
19=3 (mod2)
—1=25 (mod26)
12=0 (mod4)

For any modulus m it ean be proved that every integer a is equivalent,
modulo m, to exactly one of the integers

0,1,2,....m—1
We call this integer the residue of @ modulo m, and we write
Z,={0,1,2,...,m—1}

to denote the set of residues modulo m. If a is a non-negative integer, then
its residue modulo m is simply the remainder that results when a is divided
by m.

The residue can be found using the following theorem for any integer a.
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Theorem 5.3.1 For any integer a and modulus m, let

R = remainder of M

Then the residue r of a modulo m is given by

R ifa>0
r=4q m—R ifa<OandR#0
0 ifa<O0andR=0

s Example 5.3 Find the residue modulo 26 of

(a) 87,

(c) —26.

Solution:

(a) Dividing |87| = 87 by 26 yields a remainder of R =9, so r = 9. Thus,

87=9 (mod26).

(b) Dividing | — 38| = 38 by 26 yields a remainder of R = 12, so r =
26 — 12 = 14. Thus
—38 = 14(mod 26).

(c) Dividing | — 26| = 26 by 26 yields a remainder of R = 0. Thus,
—26=0 (mod26).

The next definition explain the multiplicative inverse.

Definition 5.3.2 If ¢ is a number in Z,, , then number Z,, is called a
reciprocal or multiplicative inverse of @ modulo m if aa~! =a'a =1
(modm).

p) It can be proved that if a and m have no common prime factors,
then a has a unique reciprocal modulo m; conversely, if a and m
have a common prime factor, then a has no reciprocal modulo m.
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= Example 5.4 The number 3 has multiplicative inverse in modulo 26
because 3 and 26 have no common prime factors. This multiplicative
inverse can be obtained by finding the number x in Z,¢ that satisfies the

modular equation
3x=1 (mod26).

Although there are general methods for solving such modular equations, it
would take us too far afield to study them. However, because 26 is relatively
small, this equation can be solved by trying the possible solutions, 0 to 25,
one at a time. With this approach we find that x =9 is the solution, because

3.9=27=1 (mod26).
Thus,
371'=9 (mod.
| ]

= Example 5.5 The number 4 has no multiplicative inverse in modulo 26,
because 4 and 26 have 2 as a common prime factor "

For future reference, in Table 5.2 we provide the following multiplicative
inverse in modulo 26:

3
9 |

a ‘1 ‘7
T 1

(911 [15]17|19]21 ]2
[ 15|31 5 )1

Table 5.2: multiplicative inverse in Modulo 26

5
21

~J
N
W
—
—
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Deciphering

Every useful cipher must have a procedure for decipherment. In the case of
a Hill cipher, decipherment uses the inverse (mod 26) of the enciphering
matrix. To be precise, if m is a positive integer, then a square matrix A with
entries in Z,, is said to be invertible modulo m if there is a matrix B with
entries in Z;, such that

AB=BA=1I (modm).

Assume that

a a
A— 11 12 7
azy  a

is invertible modulo 26 and this matrix is used in a Hill 2-cipher. If
o= 7, ]
is a plaintext vector, then
¢ =Ap(mod26),
is the corresponding ciphertext vector and
p=A"'¢(mod26).

Thus, each plaintext vector can be recovered from the corresponding
ciphertext vector by multiplying it on the left by A~!( mod 26).

It’s crucial to know which matrices are modulo 26 invertible and how to
get their inverses in cryptography. We’re now looking into these questions.
In ordinary arithmetic, a square matrix A is invertible if and only if
det(A) #£0.
Now, the following theorem is the analog of this result in modular arith-
metic.
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Theorem 5.4.1 A square matrix A with entries in Z,, is invertible modulo
m if and only if the residue of det(A) modulo m has a multiplicative
inverse in modulo m.

Since the residue of det(A) modulo m will have a multiplicative inverse
in modulo m if and only if this residue and m have no common prime
factors, then we have the following corollary.

Corollary 5.4.2 A square matrix A with entries in Z,, is invertible
modulo m if and only if m and the residue of det(A) modulo m have no
common prime factors.

The following corollary is useful in cryptography since the only prime
factors of m = 26 are 2 and 13.

Corollary 5.4.3 A square matrix A with entries in Zy¢ is invertible
modulo 26 if and only if the residue of det(A) modulo 26 is not divisible
by 2 or 13.

It easy to verify that if
a b
a=[2a)
has entries in Zy6 and the residue of det(A) = ad — bc modulo 26 is
not divisible by 2 or 13, then the inverse of A (mod 26) is given by

a b

Al = (ad —bc)™! [ . } (mod 26), (5.1)

where (ad —bc) ™! is the inverse of the residue of ad — be (mod 26).

= Example 5.6 Find the inverse of

5 6
=133
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modulo 26.
Solution:
det(A) =ad —bc=5-3-6-2=3

so from Table 5.2.
(ad —bc)™' =371 =9(mod26)

Thus, from (5.1),

3 -6
—1 _
A _9{ 2 s ]
[ 27 -s54
| —18 45
= [ é ?3 ] (mod26).
As a check,
L[5 61 24
AT=12 3]s8 19
[53 234
26 105
= (1) (1) (mod26).
Similarly, A='A = 1. "

= Example 5.7 Decode the following Hill 2 -cipher, which was enciphered
by the matrix in Example 5.6

GTNKGKDUSK
Solution: From Table 5.1 the numerical equivalent of this ciphertext is

7 20 14 11 7 11 4 21 19 11

To obtain the plaintext pairs, we multiply each ciphertext vector by the
inverse of (obtained in Example 5.6 ):
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1 2410 7] [487] [19]
s 19][20] = [436] = |20 m0d20)
UooA) 4] 58] 18] e
8 19 1) T [321] T | 9]
1240 7] 2117 [
s 19] 1] T |2es] T 5] Mo
(1 247[ 4] [5087 [14]
g 19]|21] T |az1] T [as] (420
(1247197 [283]  [23]
s 19) [11] T [361] T 23] (mod20

Figure 5.1:

From Table 5.1, the alphabet equivalents of these vectors are
ST RI KE NO WW
which yields the message

STRIKE NOW
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Breaking a Hill Cipher

Cryptographers are concerned with the security of their ciphers—that is,
how easily they can be broken—because the aim of encrypting messages
and information is to prevent “opponents” from knowing their contents
(deciphered by their opponents). We’ll wrap up this section with a look at
one approach for cracking Hill ciphers.

Assume you can able to obtain any associated plaintext and ciphertext
from an opponent’s message. Examining any intercepted ciphertext, for
example, you may be able to deduce that the message is a letter that starts
with DEAR SIR. We’ll demonstrate how, given a small amount of such
data, it’s possible to deduce a Hill code’s deciphering matrix and thus gain
access to the rest of the message.

The fact that a linear transformation is absolutely determined by its
values at a basis is a fundamental result in linear algebra. According to this
theory, if we have a Hill n-cipher, and if

PP .. P

are linearly independent plaintext vectors whose corresponding ciphertext
vectors

AP, AP, .. AP,

are known, then there is enough information available to determine the
matrix A and hence A~! (mod m).

The next theorem tells us that to find the transpose of the deciphering
matrix A~!, we must find a sequence of row operations that reduces C to /
and then perform this same sequence of operations on P.
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Theorem 5.5.1 Let p1,p2,-..,Pn be linearly independent plaintext vec-
tors, and let ¢, ¢y, ..., ¢, be the corresponding ciphertext vectors in a

Hill n-cipher. If
R .
o
| )
L pr

is the n x n matrix with row vectors p7,p?,... pl and if

ol T
c-|
< |
is the n X n matrix with row vectors clT, cg ,...,¢!" then the sequence of
elementary row operations that reduces C to I transforms P to (A_1 ) .

The following example illustrates a simple algorithm for doing this.

= Example 5.8 The following Hill 2-cipher is intercepted:

IOSBTGXESPXHOPDE

Decipher the message, given that it starts with the word DEAR.

Solution:
Since the numerical equivalent of the known plaintext is
D E A R
4 5 1 18

and the numerical equivalent of the corresponding ciphertext is
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so the corresponding plaintext and ciphertext vectors are

(4] e[ 0
pl_ 5 Cl— 15

IR R
p2_ 18 CZ— 2

We want to reduce

T
[l [ 9 15
=|d]-[s %]

to I by elementary row operations and simultaneously apply these operations

to .
P4 S
S FARE:
to obtain (A’I)T. It is possible to do this.by adjoining P to the right of C

and applying row operations to the resulting matrix [C | P] until the left side
is reduced to /. The final matrix will then have the form

11",

The computations can be carried out as follows:

9 154 5 9’1rl>:3r1
19 211 18

1 45)12 15
19 2] 1 18

We replaced 45 by its residue modulo 26.

1 1912 15 | -19r+n
[19 2| 1 18] =

1 19 12 15 .
0 —359 | —227 =267
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19| 12 15 |5 'n=21n
147 399

1
0
1 19|12 15 | -19+n
R

17 9

1 0] 1 O
0 1|17 9|

0| -311 -156 ]
1

Thus,

so the deciphering matrix is

o 17
=[o 5]

To decipher the message, we first group the ciphertext into pairs and find
the numerical equivalent of each letter:

I0 SB TG XE SP XH OP DE
915 192 207 245 1916 248 1516 45

Next, we multiply successive ciphertext vectors on the left by A~! and find
the alphabet equivalents of the resulting plaintext pairs:
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1 17 9]1_[4] D
o ofl1s| [s5] E
117|191 17 A
o of| 2] T [18] &

17201 _[9] 1
o o[ 7] [t K
[ 17)1[24]1 [5] E
0o 9]l s]T 9] s
- riem e oem (mod 26)

L ATI[19] _[ 5] E
0 9l1e]  [14] N
(171241 [4] b»D
o o] 8T [0 T
[oATns]_[11 A
0 ofl1e]  [14] N
17|41 1] K
o of| s]T [ s

Figure 5.2:

Finally, we construct the message from the plaintext pairs:

DE AR IK ES EN DT AN KS
DEARIKE SEND TANKS
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Exercise

1. Obtain the Hill cipher of the message
DARK NIGHT

for each of the following enciphering matrices:

o[13]

o[t

2. In each part determine whether the matrix is invertible modulo 26. If so,
find its inverse modulo 26 and check your work by verifying that

AAT' = A71A = I(mod 26)

wa-]3 !
a4 1]
oa-[1 1]

3. Decode the message
SAKNOXAOJX

given that it is a Hill cipher with enciphering matrix
4 1
3 2

4. A Hill 2 -cipher is intercepted that starts with the pairs
SLHK
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Find the deciphering and enciphering matrices, given that the plaintext is
known to start with the word ARMY .

5. Decode the following Hill 2 -cipher if the last four plaintext letters are
known to be ATOM.

LNGIHGYBVRENJYQO



Wishyou allthe best,
Dr. A.Elrawy
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