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Introduction

Two ideas lie gleaming on the jeweler’s velvet. The first is the calculus, the
second, the algorithm. The calculus and the rich body of mathematical
analysis to which it gave rise made modern science possible; but it has been
the algorithm that has made possible the modern world.

—David Berlinski, The Advent of the Algorithm, 2000

hy do you need to study algorithms? If you are going to be a computer

professional, there are both practical and theoretical reasons to study algo-
rithms. From a practical standpoint, you have to know a standard set of important
algorithms from different areas of computing; in addition, you should be able to
design new algorithms and analyze their efficiency. From the theoretical stand-
point, the study of algorithms, sometimes called algorithmics, has come to be
recognized as the cornerstone of computer science. David Harel, in his delightful
book pointedly titled Algorithmics: the Spirit of Computing, put it as follows:

Algorithmics is more than a branch of computer science. It is the core of
computer science, and, in all fairness, can be said to be relevant to most of
science, business, and technology. [Har92, p. 6]

But even if you are not a student in a computing-related program, there are
compelling reasons to study algorithms. To put it bluntly, computer programs
would not exist without algorithms. And with computer applications becoming
indispensable in almost all aspects of our professional and personal lives, studying
algorithms becomes a necessity for more and more people.

Another reason for studying algorithms is their usefulness in developing an-
alytical skills. After all, algorithms can be seen as special kinds of solutions to
problems—not just answers but precisely defined procedures for getting answers.
Consequently, specific algorithm design techniques can be interpreted as problem-
solving strategies that can be useful regardless of whether a computer is involved.
Of course, the precision inherently imposed by algorithmic thinking limits the
kinds of problems that can be solved with an algorithm. You will not find, for
example, an algorithm for living a happy life or becoming rich and famous. On
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the other hand, this required precision has an important educational advantage.
Donald Knuth, one of the most prominent computer scientists in the history of
algorithmics, put it as follows:

A person well-trained in computer science knows how to deal with algorithms:
how to construct them, manipulate them, understand them, analyze them.
This knowledge is preparation for much more than writing good computer
programs; it is a general-purpose mental tool that will be a definite aid to
the understanding of other subjects, whether they be chemistry, linguistics,
or music, etc. The reason for this may be understood in the following way:
It has often been said that a person does not really understand something
until after teaching it to someone else. Actually, a person does not really
understand something until after teaching it to a computer, i.e., expressing
it as an algorithm . . . An attempt to formalize things as algorithms leads to
a much deeper understanding than if we simply try to comprehend things in
the traditional way. [Knu96, p. 9]

We take up the notion of algorithm in Section 1.1. As examples, we use three
algorithms for the same problem: computing the greatest common divisor. There
are several reasons for this choice. First, it deals with a problem familiar to ev-
erybody from their middle-school days. Second, it makes the important point that
the same problem can often be solved by several algorithms. Quite typically, these
algorithms differ in their idea, level of sophistication, and efficiency. Third, one of
these algorithms deserves to be introduced first, both because of its age—it ap-
peared in Euclid’s famous treatise more than two thousand years ago—and its
enduring power and importance. Finally, investigation of these three algorithms
leads to some general observations about several important properties of algo-
rithms in general.

Section 1.2 deals with algorithmic problem solving. There we discuss several
important issues related to the design and analysis of algorithms. The different
aspects of algorithmic problem solving range from analysis of the problem and the
means of expressing an algorithm to establishing its correctness and analyzing its
efficiency. The section does not contain a magic recipe for designing an algorithm
for an arbitrary problem. It is a well-established fact that such a recipe does not
exist. Still, the material of Section 1.2 should be useful for organizing your work
on designing and analyzing algorithms.

Section 1.3 is devoted to a few problem types that have proven to be partic-
ularly important to the study of algorithms and their application. In fact, there
are textbooks (e.g., [Sed11]) organized around such problem types. I hold the
view—shared by many others—that an organization based on algorithm design
techniques is superior. In any case, it is very important to be aware of the princi-
pal problem types. Not only are they the most commonly encountered problem
types in real-life applications, they are used throughout the book to demonstrate
particular algorithm design techniques.

Section 1.4 contains a review of fundamental data structures. It is meant to
serve as a reference rather than a deliberate discussion of this topic. If you need
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a more detailed exposition, there is a wealth of good books on the subject, most
of them tailored to a particular programming language.

What Is an Algorithm?

Although there is no universally agreed-on wording to describe this notion, there
is general agreement about what the concept means:

An algorithm is a sequence of unambiguous instructions for solving a
problem, i.e., for obtaining a required output for any legitimate input in
a finite amount of time.

This definition can be illustrated by a simple diagram (Figure 1.1).

The reference to “instructions” in the definition implies that there is some-
thing or someone capable of understanding and following the instructions given.
We call this a “computer,” keeping in mind that before the electronic computer
was invented, the word “computer” meant a human being involved in perform-
ing numeric calculations. Nowadays, of course, “computers” are those ubiquitous
electronic devices that have become indispensable in almost everything we do.
Note, however, that although the majority of algorithms are indeed intended for
eventual computer implementation, the notion of algorithm does not depend on
such an assumption.

As examples illustrating the notion of the algorithm, we consider in this
section three methods for solving the same problem: computing the greatest
common divisor of two integers. These examples will help us to illustrate several
important points:

®  The nonambiguity requirement for each step of an algorithm cannot be com-
promised.
The range of inputs for which an algorithm works has to be specified carefully.
The same algorithm can be represented in several different ways.
There may exist several algorithms for solving the same problem.

problem

|

algorithm

l

input 4>| "computer l—» output

FIGURE 1.1 The notion of the algorithm.
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®  Algorithms for the same problem can be based on very different ideas and
can solve the problem with dramatically different speeds.

Recall that the greatest common divisor of two nonnegative, not-both-zero
integers m and n, denoted ged(m, n), is defined as the largest integer that divides
both m and n evenly, i.e., with a remainder of zero. Euclid of Alexandria (third
century B.c.) outlined an algorithm for solving this problem in one of the volumes
of his Elements most famous for its systematic exposition of geometry. In modern
terms, Euclid’s algorithm is based on applying repeatedly the equality

ged(m, n) = ged(n, m mod n),

where m mod n is the remainder of the division of m by n, until m mod n is equal
to 0. Since ged(m, 0) = m (why?), the last value of m is also the greatest common
divisor of the initial n and n.

For example, gcd(60, 24) can be computed as follows:

gcd(60, 24) = ged(24, 12) = ged(12, 0) = 12.

(If you are not impressed by this algorithm, try finding the greatest common divisor
of larger numbers, such as those in Problem 6 in this section’s exercises.)
Here is a more structured description of this algorithm:

Euclid’s algorithm for computing gcd(m, n)
Step 1 If n =0, return the value of m as the answer and stop; otherwise,
proceed to Step 2.
Step 2 Divide m by n and assign the value of the remainder to r.
Step 3 Assign the value of n to m and the value of r to n. Go to Step 1.

Alternatively, we can express the same algorithm in pseudocode:

ALGORITHM Euclid(m, n)
/[Computes ged(m, n) by Euclid’s algorithm
/Mnput: Two nonnegative, not-both-zero integers m and n
//Output: Greatest common divisor of m and n
while n # 0 do
r < mmodn
m <—n
n<—r
return m

How do we know that Euclid’s algorithm eventually comes to a stop? This
follows from the observation that the second integer of the pair gets smaller with
each iteration and it cannot become negative. Indeed, the new value of n on the
next iteration is m mod n, which is always smaller than n (why?). Hence, the value
of the second integer eventually becomes 0, and the algorithm stops.
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Just as with many other problems, there are several algorithms for computing
the greatest common divisor. Let us look at the other two methods for this prob-
lem. The first is simply based on the definition of the greatest common divisor of
m and n as the largest integer that divides both numbers evenly. Obviously, such
a common divisor cannot be greater than the smaller of these numbers, which we
will denote by r = min{m, n}. So we can start by checking whether ¢ divides both
m and n: if it does, ¢ is the answer; if it does not, we simply decrease ¢ by 1 and
try again. (How do we know that the process will eventually stop?) For example,
for numbers 60 and 24, the algorithm will try first 24, then 23, and so on, until it
reaches 12, where it stops.

Consecutive integer checking algorithm for computing ged(m, n)
Step 1 Assign the value of min{m, n} to r.
Step 2 Divide m by ¢. If the remainder of this division is 0, go to Step 3;
otherwise, go to Step 4.
Step 3 Divide n by ¢. If the remainder of this division is 0, return the value of
t as the answer and stop; otherwise, proceed to Step 4.
Step 4 Decrease the value of ¢ by 1. Go to Step 2.

Note that unlike Euclid’s algorithm, this algorithm, in the form presented,
does not work correctly when one of its input numbers is zero. This example
illustrates why it is so important to specify the set of an algorithm’s inputs explicitly
and carefully.

The third procedure for finding the greatest common divisor should be famil-
iar to you from middle school.

Middle-school procedure for computing ged(m, n)
Step 1 Find the prime factors of m.
Step 2 Find the prime factors of n.
Step 3 Identify all the common factors in the two prime expansions found in

Step 1 and Step 2. (If p is a common factor occurring p,, and p, times
in m and n, respectively, it should be repeated min{p,,, p,} times.)

Step 4 Compute the product of all the common factors and return it as the
greatest common divisor of the numbers given.

Thus, for the numbers 60 and 24, we get

60=2-2-3-5
24=2.2.2.3
ocd(60,24) =2-2-3=12.

Nostalgia for the days when we learned this method should not prevent us
from noting that the last procedure is much more complex and slower than Euclid’s
algorithm. (We will discuss methods for finding and comparing running times
of algorithms in the next chapter.) In addition to inferior efficiency, the middle-
school procedure does not qualify, in the form presented, as a legitimate algorithm.
Why? Because the prime factorization steps are not defined unambiguously: they
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require a list of prime numbers, and I strongly suspect that your middle-school
math teacher did not explain how to obtain such a list. This is not a matter
of unnecessary nitpicking. Unless this issue is resolved, we cannot, say, write a
program implementing this procedure. Incidentally, Step 3 is also not defined
clearly enough. Its ambiguity is much easier to rectify than that of the factorization
steps, however. How would you find common elements in two sorted lists?

So, let us introduce a simple algorithm for generating consecutive primes not
exceeding any given integer n > 1. It was probably invented in ancient Greece
and is known as the sieve of Eratosthenes (ca. 200 B.c.). The algorithm starts by
initializing a list of prime candidates with consecutive integers from 2 to n. Then,
on its first iteration, the algorithm eliminates from the list all multiples of 2, i.e., 4,
6, and so on. Then it moves to the next item on the list, which is 3, and eliminates
its multiples. (In this straightforward version, there is an overhead because some
numbers, such as 6, are eliminated more than once.) No pass for number 4 is
needed: since 4 itself and all its multiples are also multiples of 2, they were already
eliminated on a previous pass. The next remaining number on the list, which is
used on the third pass, is 5. The algorithm continues in this fashion until no more
numbers can be eliminated from the list. The remaining integers of the list are the
primes needed.

As an example, consider the application of the algorithm to finding the list of
primes not exceeding n = 25:

2345678910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
23 5 7 9 11 13 15 17 19 21 23 25
23 5 7 11 13 17 19 23 25
23 § 7 11 13 17 19 23

For this example, no more passes are needed because they would eliminate num-
bers already eliminated on previous iterations of the algorithm. The remaining
numbers on the list are the consecutive primes less than or equal to 25.

What is the largest number p whose multiples can still remain on the list
to make further iterations of the algorithm necessary? Before we answer this
question, let us first note that if p is a number whose multiples are being eliminated
on the current pass, then the first multiple we should consideris p - p because all its
smaller multiples2p, . .., (p — 1) p have been eliminated on earlier passes through
the list. This observation helps to avoid eliminating the same number more than
once. Obviously, p - p should not be greater than n, and therefore p cannot exceed
+/n rounded down (denoted Lﬁj using the so-called floor function). We assume
in the following pseudocode that there is a function available for computing Lﬁj ;
alternatively, we could check the inequality p - p < n as the loop continuation
condition there.

ALGORITHM  Sieve(n)
/Tmplements the sieve of Eratosthenes
/nput: A positive integer n > 1
//Output: Array L of all prime numbers less than or equal to n
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for p < 2tondo A[p] < p
for p < 2to |/n]| do //see note before pseudocode
if A[p]#0 //p hasn’t been eliminated on previous passes
J<= p*p
while j < n do
A[j] <0 //mark element as eliminated
J<Jj+p
/lcopy the remaining elements of A to array L of the primes
i <0
for p < 2tondo
if Alp] £0
L[i] < A[p]
i<—i+1
return L

So now we can incorporate the sieve of Eratosthenes into the middle-school
procedure to get a legitimate algorithm for computing the greatest common divi-
sor of two positive integers. Note that special care needs to be exercised if one or
both input numbers are equal to 1: because mathematicians do not consider 1 to
be a prime number, strictly speaking, the method does not work for such inputs.

Before we leave this section, one more comment is in order. The exam-
ples considered in this section notwithstanding, the majority of algorithms in use
today—even those that are implemented as computer programs—do not deal with
mathematical problems. Look around for algorithms helping us through our daily
routines, both professional and personal. May this ubiquity of algorithms in to-
day’s world strengthen your resolve to learn more about these fascinating engines
of the information age.

Exercises 1.1

1. Do some research on al-Khorezmi (also al-Khwarizmi), the man from whose
name the word “algorithm” is derived. In particular, you should learn what
the origins of the words “algorithm” and “algebra” have in common.

2. Given that the official purpose of the U.S. patent system is the promotion
of the “useful arts,” do you think algorithms are patentable in this country?
Should they be?

3. a. Write down driving directions for going from your school to your home
with the precision required from an algorithm’s description.
b. Write down a recipe for cooking your favorite dish with the precision
required by an algorithm.

4. Design an algorithm for computing | v/n | for any positive integer n. Besides
assignment and comparison, your algorithm may only use the four basic
arithmetical operations.
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Fundamentals of Algorithmic Problem Solving

Let us start by reiterating an important point made in the introduction to this
chapter:

We can consider algorithms to be procedural solutions to problems.

These solutions are not answers but specific instructions for getting answers. It is
this emphasis on precisely defined constructive procedures that makes computer
science distinct from other disciplines. In particular, this distinguishes it from the-
oretical mathematics, whose practitioners are typically satisfied with just proving
the existence of a solution to a problem and, possibly, investigating the solution’s
properties.

We now list and briefly discuss a sequence of steps one typically goes through
in designing and analyzing an algorithm (Figure 1.2).

Understanding the Problem

From a practical perspective, the first thing you need to do before designing an
algorithm is to understand completely the problem given. Read the problem’s
description carefully and ask questions if you have any doubts about the problem,
do a few small examples by hand, think about special cases, and ask questions
again if needed.

There are a few types of problems that arise in computing applications quite
often. We review them in the next section. If the problem in question is one of
them, you might be able to use a known algorithm for solving it. Of course, it
helps to understand how such an algorithm works and to know its strengths and
weaknesses, especially if you have to choose among several available algorithms.
But often you will not find a readily available algorithm and will have to design
your own. The sequence of steps outlined in this section should help you in this
exciting but not always easy task.

An input to an algorithm specifies an instance of the problem the algorithm
solves. It is very important to specify exactly the set of instances the algorithm
needs to handle. (As an example, recall the variations in the set of instances for
the three greatest common divisor algorithms discussed in the previous section.)
If you fail to do this, your algorithm may work correctly for a majority of inputs
but crash on some “boundary” value. Remember that a correct algorithm is not
one that works most of the time, but one that works correctly for all legitimate
inputs.

Do not skimp on this first step of the algorithmic problem-solving process;
otherwise, you will run the risk of unnecessary rework.

Ascertaining the Capabilities of the Computational Device

Once you completely understand a problem, you need to ascertain the capabilities
of the computational device the algorithm is intended for. The vast majority of
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FIGURE 1.2 Algorithm design and analysis process.

algorithms in use today are still destined to be programmed for a computer closely
resembling the von Neumann machine—a computer architecture outlined by
the prominent Hungarian-American mathematician John von Neumann (1903-
1957), in collaboration with A. Burks and H. Goldstine, in 1946. The essence of
this architecture is captured by the so-called random-access machine (RAM).
Its central assumption is that instructions are executed one after another, one
operation at a time. Accordingly, algorithms designed to be executed on such
machines are called sequential algorithms.

The central assumption of the RAM model does not hold for some newer
computers that can execute operations concurrently, i.e., in parallel. Algorithms
that take advantage of this capability are called parallel algorithms. Still, studying
the classic techniques for design and analysis of algorithms under the RAM model
remains the cornerstone of algorithmics for the foreseeable future.
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Should you worry about the speed and amount of memory of a computer at
your disposal? If you are designing an algorithm as a scientific exercise, the answer
is a qualified no. As you will see in Section 2.1, most computer scientists prefer to
study algorithms in terms independent of specification parameters for a particular
computer. If you are designing an algorithm as a practical tool, the answer may
depend on a problem you need to solve. Even the “slow” computers of today are
almost unimaginably fast. Consequently, in many situations you need not worry
about a computer being too slow for the task. There are important problems,
however, that are very complex by their nature, or have to process huge volumes
of data, or deal with applications where the time is critical. In such situations,
it is imperative to be aware of the speed and memory available on a particular
computer system.

Choosing between Exact and Approximate Problem Solving

The next principal decision is to choose between solving the problem exactly or
solving it approximately. In the former case, an algorithm is called an exact algo-
rithm; in the latter case, an algorithm is called an approximation algorithm. Why
would one opt for an approximation algorithm? First, there are important prob-
lems that simply cannot be solved exactly for most of their instances; examples
include extracting square roots, solving nonlinear equations, and evaluating def-
inite integrals. Second, available algorithms for solving a problem exactly can be
unacceptably slow because of the problem’s intrinsic complexity. This happens, in
particular, for many problems involving a very large number of choices; you will
see examples of such difficult problems in Chapters 3, 11, and 12. Third, an ap-
proximation algorithm can be a part of a more sophisticated algorithm that solves
a problem exactly.

Algorithm Design Techniques

Now, with all the components of the algorithmic problem solving in place, how do
you design an algorithm to solve a given problem? This is the main question this
book seeks to answer by teaching you several general design techniques.

What is an algorithm design technique?

An algorithm design technique (or “strategy” or “paradigm”) is a general
approach to solving problems algorithmically that is applicable to a variety
of problems from different areas of computing.

Check this book’s table of contents and you will see that a majority of its
chapters are devoted to individual design techniques. They distill a few key ideas
that have proven to be useful in designing algorithms. Learning these techniques
is of utmost importance for the following reasons.

First, they provide guidance for designing algorithms for new problems, i.e.,
problems for which there is no known satisfactory algorithm. Therefore—to use
the language of a famous proverb—learning such techniques is akin to learning
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to fish as opposed to being given a fish caught by somebody else. It is not true, of
course, that each of these general techniques will be necessarily applicable to every
problem you may encounter. But taken together, they do constitute a powerful
collection of tools that you will find quite handy in your studies and work.

Second, algorithms are the cornerstone of computer science. Every science is
interested in classifying its principal subject, and computer science is no exception.
Algorithm design techniques make it possible to classify algorithms according
to an underlying design idea; therefore, they can serve as a natural way to both
categorize and study algorithms.

Designing an Algorithm and Data Structures

While the algorithm design techniques do provide a powerful set of general ap-
proaches to algorithmic problem solving, designing an algorithm for a particular
problem may still be a challenging task. Some design techniques can be simply
inapplicable to the problem in question. Sometimes, several techniques need to
be combined, and there are algorithms that are hard to pinpoint as applications
of the known design techniques. Even when a particular design technique is ap-
plicable, getting an algorithm often requires a nontrivial ingenuity on the part of
the algorithm designer. With practice, both tasks—choosing among the general
techniques and applying them—get easier, but they are rarely easy.

Of course, one should pay close attention to choosing data structures appro-
priate for the operations performed by the algorithm. For example, the sieve of
Eratosthenes introduced in Section 1.1 would run longer if we used a linked list
instead of an array in its implementation (why?). Also note that some of the al-
gorithm design techniques discussed in Chapters 6 and 7 depend intimately on
structuring or restructuring data specifying a problem’s instance. Many years ago,
an influential textbook proclaimed the fundamental importance of both algo-
rithms and data structures for computer programming by its very title: Algorithms
+ Data Structures = Programs [Wir76]. In the new world of object-oriented pro-
gramming, data structures remain crucially important for both design and analysis
of algorithms. We review basic data structures in Section 1.4.

Methods of Specifying an Algorithm

Once you have designed an algorithm, you need to specify it in some fashion. In
Section 1.1, to give you an example, Euclid’s algorithm is described in words (in a
free and also a step-by-step form) and in pseudocode. These are the two options
that are most widely used nowadays for specifying algorithms.

Using a natural language has an obvious appeal; however, the inherent ambi-
guity of any natural language makes a succinct and clear description of algorithms
surprisingly difficult. Nevertheless, being able to do this is an important skill that
you should strive to develop in the process of learning algorithms.

Pseudocode is a mixture of a natural language and programming language-
like constructs. Pseudocode is usually more precise than natural language, and its
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usage often yields more succinct algorithm descriptions. Surprisingly, computer
scientists have never agreed on a single form of pseudocode, leaving textbook
authors with a need to design their own “dialects.” Fortunately, these dialects are
so close to each other that anyone familiar with a modern programming language
should be able to understand them all.

This book’s dialect was selected to cause minimal difficulty for a reader. For
the sake of simplicity, we omit declarations of variables and use indentation to
show the scope of such statements as for, if, and while. As you saw in the previous
section, we use an arrow “<" for the assignment operation and two slashes “//”
for comments.

In the earlier days of computing, the dominant vehicle for specifying algo-
rithms was a flowchart, a method of expressing an algorithm by a collection of
connected geometric shapes containing descriptions of the algorithm’s steps. This
representation technique has proved to be inconvenient for all but very simple
algorithms; nowadays, it can be found only in old algorithm books.

The state of the art of computing has not yet reached a point where an
algorithm’s description—be it in a natural language or pseudocode—can be fed
into an electronic computer directly. Instead, it needs to be converted into a
computer program written in a particular computer language. We can look at such
a program as yet another way of specifying the algorithm, although it is preferable
to consider it as the algorithm’s implementation.

Proving an Algorithm’s Correctness

Once an algorithm has been specified, you have to prove its correctness. That is,
you have to prove that the algorithm yields a required result for every legitimate
input in a finite amount of time. For example, the correctness of Euclid’s algorithm
for computing the greatest common divisor stems from the correctness of the
equality gcd(m, n) = gcd(n, m mod rn) (which, in turn, needs a proof; see Problem
7 in Exercises 1.1), the simple observation that the second integer gets smaller on
every iteration of the algorithm, and the fact that the algorithm stops when the
second integer becomes 0.

For some algorithms, a proof of correctness is quite easy; for others, it can be
quite complex. A common technique for proving correctness is to use mathemati-
cal induction because an algorithm’s iterations provide a natural sequence of steps
needed for such proofs. It might be worth mentioning that although tracing the
algorithm’s performance for a few specific inputs can be a very worthwhile activ-
ity, it cannot prove the algorithm’s correctness conclusively. But in order to show
that an algorithm is incorrect, you need just one instance of its input for which the
algorithm fails.

The notion of correctness for approximation algorithms is less straightforward
than it is for exact algorithms. For an approximation algorithm, we usually would
like to be able to show that the error produced by the algorithm does not exceed
a predefined limit. You can find examples of such investigations in Chapter 12.
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Analyzing an Algorithm

We usually want our algorithms to possess several qualities. After correctness,
by far the most important is efficiency. In fact, there are two kinds of algorithm
efficiency: time efficiency, indicating how fast the algorithm runs, and space ef-
ficiency, indicating how much extra memory it uses. A general framework and
specific techniques for analyzing an algorithm’s efficiency appear in Chapter 2.

Another desirable characteristic of an algorithm is simplicity. Unlike effi-
ciency, which can be precisely defined and investigated with mathematical rigor,
simplicity, like beauty, is to a considerable degree in the eye of the beholder. For
example, most people would agree that Euclid’s algorithm is simpler than the
middle-school procedure for computing gcd(m, n), but it is not clear whether Eu-
clid’s algorithm is simpler than the consecutive integer checking algorithm. Still,
simplicity is an important algorithm characteristic to strive for. Why? Because sim-
pler algorithms are easier to understand and easier to program; consequently, the
resulting programs usually contain fewer bugs. There is also the undeniable aes-
thetic appeal of simplicity. Sometimes simpler algorithms are also more efficient
than more complicated alternatives. Unfortunately, it is not always true, in which
case a judicious compromise needs to be made.

Yet another desirable characteristic of an algorithm is generality. There are,
in fact, two issues here: generality of the problem the algorithm solves and the
set of inputs it accepts. On the first issue, note that it is sometimes easier to
design an algorithm for a problem posed in more general terms. Consider, for
example, the problem of determining whether two integers are relatively prime,
i.e., whether their only common divisor is equal to 1. It is easier to design an
algorithm for a more general problem of computing the greatest common divisor
of two integers and, to solve the former problem, check whether the ged is 1 or
not. There are situations, however, where designing a more general algorithm is
unnecessary or difficult or even impossible. For example, it is unnecessary to sort
alist of n numbers to find its median, which is its [n/2]th smallest element. To give
another example, the standard formula for roots of a quadratic equation cannot
be generalized to handle polynomials of arbitrary degrees.

As to the set of inputs, your main concern should be designing an algorithm
that can handle a set of inputs that is natural for the problem at hand. For example,
excluding integers equal to 1 as possible inputs for a greatest common divisor
algorithm would be quite unnatural. On the other hand, although the standard
formula for the roots of a quadratic equation holds for complex coefficients, we
would normally not implement it on this level of generality unless this capability
is explicitly required.

If you are not satisfied with the algorithm’s efficiency, simplicity, or generality,
you must return to the drawing board and redesign the algorithm. In fact, even if
your evaluation is positive, it is still worth searching for other algorithmic solutions.
Recall the three different algorithms in the previous section for computing the
greatest common divisor: generally, you should not expect to get the best algorithm
on the first try. At the very least, you should try to fine-tune the algorithm you
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already have. For example, we made several improvements in our implementation
of the sieve of Eratosthenes compared with its initial outline in Section 1.1. (Can
you identify them?) You will do well if you keep in mind the following observation
of Antoine de Saint-Exupéry, the French writer, pilot, and aircraft designer: “A
designer knows he has arrived at perfection not when there is no longer anything
to add, but when there is no longer anything to take away.”!

Coding an Algorithm

Most algorithms are destined to be ultimately implemented as computer pro-
grams. Programming an algorithm presents both a peril and an opportunity. The
peril lies in the possibility of making the transition from an algorithm to a pro-
gram either incorrectly or very inefficiently. Some influential computer scientists
strongly believe that unless the correctness of a computer program is proven
with full mathematical rigor, the program cannot be considered correct. They
have developed special techniques for doing such proofs (see [Gri81]), but the
power of these techniques of formal verification is limited so far to very small
programs.

As a practical matter, the validity of programs is still established by testing.
Testing of computer programs is an art rather than a science, but that does not
mean that there is nothing in it to learn. Look up books devoted to testing
and debugging; even more important, test and debug your program thoroughly
whenever you implement an algorithm.

Also note that throughout the book, we assume that inputs to algorithms
belong to the specified sets and hence require no verification. When implementing
algorithms as programs to be used in actual applications, you should provide such
verifications.

Of course, implementing an algorithm correctly is necessary but not sufficient:
you would not like to diminish your algorithm’s power by an inefficient implemen-
tation. Modern compilers do provide a certain safety net in this regard, especially
when they are used in their code optimization mode. Still, you need to be aware
of such standard tricks as computing a loop’s invariant (an expression that does
not change its value) outside the loop, collecting common subexpressions, replac-
ing expensive operations by cheap ones, and so on. (See [Ker99] and [Ben00] for
a good discussion of code tuning and other issues related to algorithm program-
ming.) Typically, such improvements can speed up a program only by a constant
factor, whereas a better algorithm can make a difference in running time by orders
of magnitude. But once an algorithm is selected, a 10-50% speedup may be worth
an effort.

I found this call for design simplicity in an essay collection by Jon Bentley [Ben00]; the essays deal
with a variety of issues in algorithm design and implementation and are justifiably titled Programming
Pearls. I wholeheartedly recommend the writings of both Jon Bentley and Antoine de Saint-Exupéry.
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A working program provides an additional opportunity in allowing an em-
pirical analysis of the underlying algorithm. Such an analysis is based on timing
the program on several inputs and then analyzing the results obtained. We dis-
cuss the advantages and disadvantages of this approach to analyzing algorithms
in Section 2.6.

In conclusion, let us emphasize again the main lesson of the process depicted
in Figure 1.2:

As arule, a good algorithm is a result of repeated effort and rework.

Even if you have been fortunate enough to get an algorithmic idea that seems
perfect, you should still try to see whether it can be improved.

Actually, this is good news since it makes the ultimate result so much more
enjoyable. (Yes, I did think of naming this book The Joy of Algorithms.) On the
other hand, how does one know when to stop? In the real world, more often than
not a project’s schedule or the impatience of your boss will stop you. And so it
should be: perfection is expensive and in fact not always called for. Designing
an algorithm is an engineering-like activity that calls for compromises among
competing goals under the constraints of available resources, with the designer’s
time being one of the resources.

In the academic world, the question leads to an interesting but usually difficult
investigation of an algorithm’s optimality. Actually, this question is not about the
efficiency of an algorithm but about the complexity of the problem it solves: What
is the minimum amount of effort any algorithm will need to exert to solve the
problem? For some problems, the answer to this question is known. For example,
any algorithm that sorts an array by comparing values of its elements needs about
n log, n comparisons for some arrays of size n (see Section 11.2). But for many
seemingly easy problems such as integer multiplication, computer scientists do
not yet have a final answer.

Another important issue of algorithmic problem solving is the question of
whether or not every problem can be solved by an algorithm. We are not talking
here about problems that do not have a solution, such as finding real roots of
a quadratic equation with a negative discriminant. For such cases, an output
indicating that the problem does not have a solution is all we can and should
expect from an algorithm. Nor are we talking about ambiguously stated problems.
Even some unambiguous problems that must have a simple yes or no answer are
“undecidable,” i.e., unsolvable by any algorithm. An important example of such
a problem appears in Section 11.3. Fortunately, a vast majority of problems in
practical computing can be solved by an algorithm.

Before leaving this section, let us be sure that you do not have the
misconception—possibly caused by the somewhat mechanical nature of the
diagram of Figure 1.2—that designing an algorithm is a dull activity. There is
nothing further from the truth: inventing (or discovering?) algorithms is a very
creative and rewarding process. This book is designed to convince you that this is
the case.
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8.

10.

Give an example of a problem other than computing the greatest common
divisor for which you know more than one algorithm. Which of them is
simpler? Which is more efficient?

. Consider the following algorithm for finding the distance between the two

closest elements in an array of numbers.

ALGORITHM MinDistance(A[0..n — 1])

//Input: Array A[0..n — 1] of numbers
//Output: Minimum distance between two of its elements
dmin < oo
fori <~ Oton—1do
for j < Oton —1do

ifi # jand |A[i] — A[j]| < dmin

dmin < |Ali]— A[J]|
return dmin

Make as many improvements as you can in this algorithmic solution to the
problem. If you need to, you may change the algorithm altogether; if not,
improve the implementation given.

One of the most influential books on problem solving, titled How To Solve
It [Pol57], was written by the Hungarian-American mathematician George
Pdlya (1887-1985). Pélya summarized his ideas in a four-point summary. Find
this summary on the Internet or, better yet, in his book, and compare it with
the plan outlined in Section 1.2. What do they have in common? How are they
different?

Important Problem Types

In the limitless sea of problems one encounters in computing, there are a few
areas that have attracted particular attention from researchers. By and large,
their interest has been driven either by the problem’s practical importance or by
some specific characteristics making the problem an interesting research subject;
fortunately, these two motivating forces reinforce each other in most cases.

In this section, we are going to introduce the most important problem types:

Sorting

Searching

String processing

Graph problems
Combinatorial problems
Geometric problems
Numerical problems



1.3 Important Problem Types 19

These problems are used in subsequent chapters of the book to illustrate
different algorithm design techniques and methods of algorithm analysis.

Sorting

The sorting problem is to rearrange the items of a given list in nondecreasing
order. Of course, for this problem to be meaningful, the nature of the list items
must allow such an ordering. (Mathematicians would say that there must exist
a relation of total ordering.) As a practical matter, we usually need to sort lists
of numbers, characters from an alphabet, character strings, and, most important,
records similar to those maintained by schools about their students, libraries about
their holdings, and companies about their employees. In the case of records, we
need to choose a piece of information to guide sorting. For example, we can choose
to sort student records in alphabetical order of names or by student number or by
student grade-point average. Such a specially chosen piece of information is called
a key. Computer scientists often talk about sorting a list of keys even when the list’s
items are not records but, say, just integers.

Why would we want a sorted list? To begin with, a sorted list can be a required
output of a task such as ranking Internet search results or ranking students by their
GPA scores. Further, sorting makes many questions about the list easier to answer.
The most important of them is searching: it is why dictionaries, telephone books,
class lists, and so on are sorted. You will see other examples of the usefulness of
list presorting in Section 6.1. In a similar vein, sorting is used as an auxiliary step
in several important algorithms in other areas, e.g., geometric algorithms and data
compression. The greedy approach—an important algorithm design technique
discussed later in the book—requires a sorted input.

By now, computer scientists have discovered dozens of different sorting algo-
rithms. In fact, inventing a new sorting algorithm has been likened to designing
the proverbial mousetrap. And I am happy to report that the hunt for a better
sorting mousetrap continues. This perseverance is admirable in view of the fol-
lowing facts. On the one hand, there are a few good sorting algorithms that sort
an arbitrary array of size n using about n log, n comparisons. On the other hand,
no algorithm that sorts by key comparisons (as opposed to, say, comparing small
pieces of keys) can do substantially better than that.

There is a reason for this embarrassment of algorithmic riches in the land
of sorting. Although some algorithms are indeed better than others, there is no
algorithm that would be the best solution in all situations. Some of the algorithms
are simple but relatively slow, while others are faster but more complex; some
work better on randomly ordered inputs, while others do better on almost-sorted
lists; some are suitable only for lists residing in the fast memory, while others can
be adapted for sorting large files stored on a disk; and so on.

Two properties of sorting algorithms deserve special mention. A sorting algo-
rithm is called stable if it preserves the relative order of any two equal elements in
its input. In other words, if an input list contains two equal elements in positions
i and j where i < j, then in the sorted list they have to be in positions i’ and j’,
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respectively, such that i’ < j’. This property can be desirable if, for example, we
have a list of students sorted alphabetically and we want to sort it according to
student GPA: a stable algorithm will yield a list in which students with the same
GPA will still be sorted alphabetically. Generally speaking, algorithms that can
exchange keys located far apart are not stable, but they usually work faster; you
will see how this general comment applies to important sorting algorithms later
in the book.

The second notable feature of a sorting algorithm is the amount of extra
memory the algorithm requires. An algorithm is said to be in-place if it does
not require extra memory, except, possibly, for a few memory units. There are
important sorting algorithms that are in-place and those that are not.

Searching

The searching problem deals with finding a given value, called a search key, in a
given set (or a multiset, which permits several elements to have the same value).
There are plenty of searching algorithms to choose from. They range from the
straightforward sequential search to a spectacularly efficient but limited binary
search and algorithms based on representing the underlying set in a different form
more conducive to searching. The latter algorithms are of particular importance
for real-world applications because they are indispensable for storing and retriev-
ing information from large databases.

For searching, too, there is no single algorithm that fits all situations best.
Some algorithms work faster than others but require more memory; some are
very fast but applicable only to sorted arrays; and so on. Unlike with sorting
algorithms, there is no stability problem, but different issues arise. Specifically,
in applications where the underlying data may change frequently relative to the
number of searches, searching has to be considered in conjunction with two other
operations: an addition to and deletion from the data set of an item. In such
situations, data structures and algorithms should be chosen to strike a balance
among the requirements of each operation. Also, organizing very large data sets
for efficient searching poses special challenges with important implications for
real-world applications.

String Processing

In recent decades, the rapid proliferation of applications dealing with nonnumer-
ical data has intensified the interest of researchers and computing practitioners in
string-handling algorithms. A string is a sequence of characters from an alphabet.
Strings of particular interest are text strings, which comprise letters, numbers, and
special characters; bit strings, which comprise zeros and ones; and gene sequences,
which can be modeled by strings of characters from the four-character alphabet {A,
C, G, T}. It should be pointed out, however, that string-processing algorithms have
been important for computer science for a long time in conjunction with computer
languages and compiling issues.
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One particular problem—that of searching for a given word in a text—has
attracted special attention from researchers. They call it string matching. Several
algorithms that exploit the special nature of this type of searching have been
invented. We introduce one very simple algorithm in Chapter 3 and discuss two
algorithms based on a remarkable idea by R. Boyer and J. Moore in Chapter 7.

Graph Problems

One of the oldest and most interesting areas in algorithmics is graph algorithms.
Informally, a graph can be thought of as a collection of points called vertices, some
of which are connected by line segments called edges. (A more formal definition
is given in the next section.) Graphs are an interesting subject to study, for both
theoretical and practical reasons. Graphs can be used for modeling a wide variety
of applications, including transportation, communication, social and economic
networks, project scheduling, and games. Studying different technical and social
aspects of the Internet in particular is one of the active areas of current research
involving computer scientists, economists, and social scientists (see, e.g., [Eas10]).

Basic graph algorithms include graph-traversal algorithms (how can one reach
all the points in a network?), shortest-path algorithms (what is the best route be-
tween two cities?), and topological sorting for graphs with directed edges (is a set
of courses with their prerequisites consistent or self-contradictory?). Fortunately,
these algorithms can be considered illustrations of general design techniques; ac-
cordingly, you will find them in corresponding chapters of the book.

Some graph problems are computationally very hard; the most well-known
examples are the traveling salesman problem and the graph-coloring problem.
The traveling salesman problem (TSP) is the problem of finding the shortest tour
through n cities that visits every city exactly once. In addition to obvious appli-
cations involving route planning, it arises in such modern applications as circuit
board and VLSI chip fabrication, X-ray crystallography, and genetic engineer-
ing. The graph-coloring problem seeks to assign the smallest number of colors to
the vertices of a graph so that no two adjacent vertices are the same color. This
problem arises in several applications, such as event scheduling: if the events are
represented by vertices that are connected by an edge if and only if the correspond-
ing events cannot be scheduled at the same time, a solution to the graph-coloring
problem yields an optimal schedule.

Combinatorial Problems

From a more abstract perspective, the traveling salesman problem and the graph-
coloring problem are examples of combinatorial problems. These are problems
that ask, explicitly or implicitly, to find a combinatorial object—such as a permu-
tation, a combination, or a subset—that satisfies certain constraints. A desired
combinatorial object may also be required to have some additional property such
as a maximum value or a minimum cost.
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Generally speaking, combinatorial problems are the most difficult problems in
computing, from both a theoretical and practical standpoint. Their difficulty stems
from the following facts. First, the number of combinatorial objects typically grows
extremely fast with a problem’s size, reaching unimaginable magnitudes even
for moderate-sized instances. Second, there are no known algorithms for solving
most such problems exactly in an acceptable amount of time. Moreover, most
computer scientists believe that such algorithms do not exist. This conjecture has
been neither proved nor disproved, and it remains the most important unresolved
issue in theoretical computer science. We discuss this topic in more detail in
Section 11.3.

Some combinatorial problems can be solved by efficient algorithms, but they
should be considered fortunate exceptions to the rule. The shortest-path problem
mentioned earlier is among such exceptions.

Geometric Problems

Geometric algorithms deal with geometric objects such as points, lines, and poly-
gons. The ancient Greeks were very much interested in developing procedures
(they did not call them algorithms, of course) for solving a variety of geometric
problems, including problems of constructing simple geometric shapes—triangles,
circles, and so on—with an unmarked ruler and a compass. Then, for about 2000
years, intense interest in geometric algorithms disappeared, to be resurrected in
the age of computers—no more rulers and compasses, just bits, bytes, and good old
human ingenuity. Of course, today people are interested in geometric algorithms
with quite different applications in mind, such as computer graphics, robotics, and
tomography.

We will discuss algorithms for only two classic problems of computational
geometry: the closest-pair problem and the convex-hull problem. The closest-pair
problem is self-explanatory: given n points in the plane, find the closest pair among
them. The convex-hull problem asks to find the smallest convex polygon that
would include all the points of a given set. If you are interested in other geometric
algorithms, you will find a wealth of material in such specialized monographs as
[deB10], [OR098], and [Pre85].

Numerical Problems

Numerical problems, another large special area of applications, are problems
that involve mathematical objects of continuous nature: solving equations and
systems of equations, computing definite integrals, evaluating functions, and so on.
The majority of such mathematical problems can be solved only approximately.
Another principal difficulty stems from the fact that such problems typically
require manipulating real numbers, which can be represented in a computer only
approximately. Moreover, a large number of arithmetic operations performed on
approximately represented numbers can lead to an accumulation of the round-off
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error to a point where it can drastically distort an output produced by a seemingly
sound algorithm.

Many sophisticated algorithms have been developed over the years in this
area, and they continue to play a critical role in many scientific and engineering
applications. But in the last 30 years or so, the computing industry has shifted
its focus to business applications. These new applications require primarily algo-
rithms for information storage, retrieval, transportation through networks, and
presentation to users. As a result of this revolutionary change, numerical analysis
has lost its formerly dominating position in both industry and computer science
programs. Still, it is important for any computer-literate person to have at least a
rudimentary idea about numerical algorithms. We discuss several classical numer-
ical algorithms in Sections 6.2, 11.4, and 12.4.

Exercises 1.3

1. Consider the algorithm for the sorting problem that sorts an array by counting,
for each of its elements, the number of smaller elements and then uses this
information to put the element in its appropriate position in the sorted array:

ALGORITHM ComparisonCountingSort(A[0..n — 1])

//Sorts an array by comparison counting
//Input: Array A[0..n — 1] of orderable values
//Output: Array S[0..n — 1] of A’s elements sorted
/I in nondecreasing order
fori <~ 0Oton—1do
Count[i] < 0
fori <~ Oton—2do
for j<i+1ton—1do
if A[i] < A[Jj]
Count[j] < Count[j]+1
else Count[i] < Count[i]+ 1
fori <~ Oton—1do
S[Count[i]] < Ali]
return S

a. Apply this algorithm to sorting the list 60, 35, 81, 98, 14, 47.
b. Is this algorithm stable?
c. Isitin-place?

2. Name the algorithms for the searching problem that you already know. Give
a good succinct description of each algorithm in English. If you know no such
algorithms, use this opportunity to design one.

3. Design a simple algorithm for the string-matching problem.



Fundamentals of the Analysis
of Algorithm Efficiency

I often say that when you can measure what you are speaking about and
express it in numbers you know something about it; but when you cannot
express it in numbers your knowledge is a meagre and unsatisfactory
kind: it may be the beginning of knowledge but you have scarcely, in your
thoughts, advanced to the stage of science, whatever the matter may be.

—Lord Kelvin (1824-1907)

Not everything that can be counted counts, and not everything that counts
can be counted.

—Albert Einstein (1879-1955)

his chapter is devoted to analysis of algorithms. The American Heritage Dic-

tionary defines “analysis” as “the separation of an intellectual or substantial
whole into its constituent parts for individual study.” Accordingly, each of the prin-
cipal dimensions of an algorithm pointed out in Section 1.2 is both a legitimate and
desirable subject of study. But the term “analysis of algorithms” is usually used in
a narrower, technical sense to mean an investigation of an algorithm’s efficiency
with respect to two resources: running time and memory space. This emphasis on
efficiency is easy to explain. First, unlike such dimensions as simplicity and gen-
erality, efficiency can be studied in precise quantitative terms. Second, one can
argue—although this is hardly always the case, given the speed and memory of
today’s computers—that the efficiency considerations are of primary importance
from a practical point of view. In this chapter, we too will limit the discussion to
an algorithm’s efficiency.

411
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2.1

Fundamentals of the Analysis of Algorithm Efficiency

We start with a general framework for analyzing algorithm efficiency in Sec-
tion 2.1. This section is arguably the most important in the chapter; the funda-
mental nature of the topic makes it also one of the most important sections in the
entire book.

In Section 2.2, we introduce three notations: O (“big oh”), Q (“big omega”),
and O (“big theta”). Borrowed from mathematics, these notations have become
the language for discussing the efficiency of algorithms.

In Section 2.3, we show how the general framework outlined in Section 2.1 can
be systematically applied to analyzing the efficiency of nonrecursive algorithms.
The main tool of such an analysis is setting up a sum representing the algorithm’s
running time and then simplifying the sum by using standard sum manipulation
techniques.

In Section 2.4, we show how the general framework outlined in Section 2.1
can be systematically applied to analyzing the efficiency of recursive algorithms.
Here, the main tool is not a summation but a special kind of equation called a
recurrence relation. We explain how such recurrence relations can be set up and
then introduce a method for solving them.

Although we illustrate the analysis framework and the methods of its appli-
cations by a variety of examples in the first four sections of this chapter, Section
2.5 is devoted to yet another example—that of the Fibonacci numbers. Discov-
ered 800 years ago, this remarkable sequence appears in a variety of applications
both within and outside computer science. A discussion of the Fibonacci sequence
serves as a natural vehicle for introducing an important class of recurrence rela-
tions not solvable by the method of Section 2.4. We also discuss several algorithms
for computing the Fibonacci numbers, mostly for the sake of a few general obser-
vations about the efficiency of algorithms and methods of analyzing them.

The methods of Sections 2.3 and 2.4 provide a powerful technique for analyz-
ing the efficiency of many algorithms with mathematical clarity and precision, but
these methods are far from being foolproof. The last two sections of the chapter
deal with two approaches—empirical analysis and algorithm visualization—that
complement the pure mathematical techniques of Sections 2.3 and 2.4. Much
newer and, hence, less developed than their mathematical counterparts, these ap-
proaches promise to play an important role among the tools available for analysis
of algorithm efficiency.

The Analysis Framework

In this section, we outline a general framework for analyzing the efficiency of algo-
rithms. We already mentioned in Section 1.2 that there are two kinds of efficiency:
time efficiency and space efficiency. Time efficiency, also called time complexity,
indicates how fast an algorithm in question runs. Space efficiency, also called space
complexity, refers to the amount of memory units required by the algorithm in ad-
dition to the space needed for its input and output. In the early days of electronic
computing, both resources—time and space—were at a premium. Half a century
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of relentless technological innovations have improved the computer’s speed and
memory size by many orders of magnitude. Now the amount of extra space re-
quired by an algorithm is typically not of as much concern, with the caveat that
there is still, of course, a difference between the fast main memory, the slower
secondary memory, and the cache. The time issue has not diminished quite to the
same extent, however. In addition, the research experience has shown that for
most problems, we can achieve much more spectacular progress in speed than in
space. Therefore, following a well-established tradition of algorithm textbooks, we
primarily concentrate on time efficiency, but the analytical framework introduced
here is applicable to analyzing space efficiency as well.

Measuring an Input’s Size

Let’s start with the obvious observation that almost all algorithms run longer on
larger inputs. For example, it takes longer to sort larger arrays, multiply larger
matrices, and so on. Therefore, it is logical to investigate an algorithm’s efficiency
as a function of some parameter » indicating the algorithm’s input size.! In most
cases, selecting such a parameter is quite straightforward. For example, it will be
the size of the list for problems of sorting, searching, finding the list’s smallest
element, and most other problems dealing with lists. For the problem of evaluating
apolynomial p(x) =a,x" + - - - + ay of degree n, it will be the polynomial’s degree
or the number of its coefficients, which is larger by 1 than its degree. You’ll see from
the discussion that such a minor difference is inconsequential for the efficiency
analysis.

There are situations, of course, where the choice of a parameter indicating
an input size does matter. One such example is computing the product of two
n x n matrices. There are two natural measures of size for this problem. The first
and more frequently used is the matrix order n. But the other natural contender
is the total number of elements N in the matrices being multiplied. (The latter
is also more general since it is applicable to matrices that are not necessarily
square.) Since there is a simple formula relating these two measures, we can easily
switch from one to the other, but the answer about an algorithm’s efficiency will
be qualitatively different depending on which of these two measures we use (see
Problem 2 in this section’s exercises).

The choice of an appropriate size metric can be influenced by operations of
the algorithm in question. For example, how should we measure an input’s size
for a spell-checking algorithm? If the algorithm examines individual characters of
its input, we should measure the size by the number of characters; if it works by
processing words, we should count their number in the input.

We should make a special note about measuring input size for algorithms
solving problems such as checking primality of a positive integer n. Here, the input
is just one number, and it is this number’s magnitude that determines the input

Some algorithms require more than one parameter to indicate the size of their inputs (e.g., the number
of vertices and the number of edges for algorithms on graphs represented by their adjacency lists).
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size. In such situations, it is preferable to measure size by the number b of bits in
the n’s binary representation:

b=|log,n|+1. 2.1

This metric usually gives a better idea about the efficiency of algorithms in ques-
tion.

Units for Measuring Running Time

The next issue concerns units for measuring an algorithm’s running time. Of
course, we can simply use some standard unit of time measurement—a second,
or millisecond, and so on—to measure the running time of a program implement-
ing the algorithm. There are obvious drawbacks to such an approach, however:
dependence on the speed of a particular computer, dependence on the quality of
a program implementing the algorithm and of the compiler used in generating the
machine code, and the difficulty of clocking the actual running time of the pro-
gram. Since we are after a measure of an algorithm’s efficiency, we would like to
have a metric that does not depend on these extraneous factors.

One possible approach is to count the number of times each of the algorithm’s
operations is executed. This approach is both excessively difficult and, as we
shall see, usually unnecessary. The thing to do is to identify the most important
operation of the algorithm, called the basic operation, the operation contributing
the most to the total running time, and compute the number of times the basic
operation is executed.

As a rule, it is not difficult to identify the basic operation of an algorithm: it
is usually the most time-consuming operation in the algorithm’s innermost loop.
For example, most sorting algorithms work by comparing elements (keys) of a
list being sorted with each other; for such algorithms, the basic operation is a key
comparison. As another example, algorithms for mathematical problems typically
involve some or all of the four arithmetical operations: addition, subtraction,
multiplication, and division. Of the four, the most time-consuming operation is
division, followed by multiplication and then addition and subtraction, with the
last two usually considered together.

Thus, the established framework for the analysis of an algorithm’s time ef-
ficiency suggests measuring it by counting the number of times the algorithm’s
basic operation is executed on inputs of size n. We will find out how to compute
such a count for nonrecursive and recursive algorithms in Sections 2.3 and 2.4,
respectively.

Here is an important application. Let c,, be the execution time of an algo-
rithm’s basic operation on a particular computer, and let C(n) be the number of
times this operation needs to be executed for this algorithm. Then we can estimate

On some computers, multiplication does not take longer than addition/subtraction (see, for example,
the timing data provided by Kernighan and Pike in [Ker99, pp. 185-186]).



2.1 The Analysis Framework 45

the running time 7 (n) of a program implementing this algorithm on that computer
by the formula

T (n) = c,,C(n).

Of course, this formula should be used with caution. The count C(n) does not
contain any information about operations that are not basic, and, in fact, the
count itself is often computed only approximately. Further, the constant c,, is
also an approximation whose reliability is not always easy to assess. Still, unless
n is extremely large or very small, the formula can give a reasonable estimate of
the algorithm’s running time. It also makes it possible to answer such questions as
“How much faster would this algorithm run on a machine that is 10 times faster
than the one we have?” The answer is, obviously, 10 times. Or, assuming that
Cn) = %n(n — 1), how much longer will the algorithm run if we double its input
size? The answer is about four times longer. Indeed, for all but very small values
of n,

Cn) = %n(n -1 = %nz — 1n R 1n2

[\
N

and therefore

T(2n) _ cpCC2n)  532n)? A

T(n) C()pc(n) %nz

Note that we were able to answer the last question without actually knowing
the value of c,,: it was neatly cancelled out in the ratio. Also note that 1. the
multiplicative constant in the formula for the count C(n), was also cancelled out.
Itis for these reasons that the efficiency analysis framework ignores multiplicative
constants and concentrates on the count’s order of growth to within a constant
multiple for large-size inputs.

Orders of Growth

Why this emphasis on the count’s order of growth for large input sizes? A differ-
ence in running times on small inputs is not what really distinguishes efficient
algorithms from inefficient ones. When we have to compute, for example, the
greatest common divisor of two small numbers, it is not immediately clear how
much more efficient Euclid’s algorithm is compared to the other two algorithms
discussed in Section 1.1 or even why we should care which of them is faster and
by how much. It is only when we have to find the greatest common divisor of two
large numbers that the difference in algorithm efficiencies becomes both clear and
important. For large values of n, it is the function’s order of growth that counts: just
look at Table 2.1, which contains values of a few functions particularly important
for analysis of algorithms.

The magnitude of the numbers in Table 2.1 has a profound significance for
the analysis of algorithms. The function growing the slowest among these is the
logarithmic function. It grows so slowly, in fact, that we should expect a program
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TABLE 2.1 Values (some approximate) of several functions important for
analysis of algorithms

n log, n n nlog, n n? n? 2" n!

10 33 10t 3.3-10 10% 10° 10° 3.6-100
10% 6.6 102 6.6-10% 104 100 1310  9.3.10!%7
103 10 10°  1.0-10* 100 10°

10* 13 10 1.3-10° 108 1012

10° 17 10° 1.7-10° 1010 1085

10° 20 106 2.0-107 1012 10!8

implementing an algorithm with a logarithmic basic-operation count to run practi-
cally instantaneously on inputs of all realistic sizes. Also note that although specific
values of such a count depend, of course, on the logarithm’s base, the formula

log, n =log, blog, n

makes it possible to switch from one base to another, leaving the count logarithmic
but with a new multiplicative constant. This is why we omit a logarithm’s base and
write simply log » in situations where we are interested just in a function’s order
of growth to within a multiplicative constant.

On the other end of the spectrum are the exponential function 2" and the
factorial function n! Both these functions grow so fast that their values become
astronomically large even for rather small values of n. (This is the reason why we
did not include their values for n > 10% in Table 2.1.) For example, it would take
about 4 - 1019 years for a computer making a trillion (10'?) operations per second
to execute 2'% operations. Though this is incomparably faster than it would have
taken to execute 100! operations, it is still longer than 4.5 billion (4.5 - 10%) years—
the estimated age of the planet Earth. There is a tremendous difference between
the orders of growth of the functions 2" and n!, yet both are often referred to as
“exponential-growth functions” (or simply “exponential”) despite the fact that,
strictly speaking, only the former should be referred to as such. The bottom line,
which is important to remember, is this:

Algorithms that require an exponential number of operations are practical
for solving only problems of very small sizes.

Another way to appreciate the qualitative difference among the orders of
growth of the functions in Table 2.1 is to consider how they react to, say, a
twofold increase in the value of their argument n. The function log, n increases in
value by just 1 (because log, 2n =log, 2 + log, n =1 + log, n); the linear function
increases twofold, the linearithmic function n log, n increases slightly more than
twofold; the quadratic function n? and cubic function n® increase fourfold and
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eightfold, respectively (because (2n)? = 4n? and (2n)> = 81n°); the value of 2" gets
squared (because 220 — (2M)2); and n! increases much more than that (yes, even
mathematics refuses to cooperate to give a neat answer for n!).

Worst-Case, Best-Case, and Average-Case Efficiencies

In the beginning of this section, we established that it is reasonable to measure
an algorithm’s efficiency as a function of a parameter indicating the size of the
algorithm’s input. But there are many algorithms for which running time depends
not only on an input size but also on the specifics of a particular input. Consider,
as an example, sequential search. This is a straightforward algorithm that searches
for a given item (some search key K) in a list of n elements by checking successive
elements of the list until either a match with the search key is found or the list
is exhausted. Here is the algorithm’s pseudocode, in which, for simplicity, a list is
implemented as an array. It also assumes that the second condition A[i] # K will
not be checked if the first one, which checks that the array’s index does not exceed
its upper bound, fails.

ALGORITHM  SequentialSearch(A[0..n — 1], K)

/[Searches for a given value in a given array by sequential search
/Mnput: An array A[0..n — 1] and a search key K
//Output: The index of the first element in A that matches K
1l or —1if there are no matching elements
i<0
while i < n and A[i] # K do
i<i+1
ifi <nreturni
else return —1

Clearly, the running time of this algorithm can be quite different for the
same list size n. In the worst case, when there are no matching elements or
the first matching element happens to be the last one on the list, the algorithm
makes the largest number of key comparisons among all possible inputs of size
n: Cworst(n) =n.

The worst-case efficiency of an algorithm is its efficiency for the worst-case
input of size n, which is an input (or inputs) of size n for which the algorithm
runs the longest among all possible inputs of that size. The way to determine
the worst-case efficiency of an algorithm is, in principle, quite straightforward:
analyze the algorithm to see what kind of inputs yield the largest value of the basic
operation’s count C(n) among all possible inputs of size n and then compute this
worst-case value C,,,.,,(n). (For sequential search, the answer was obvious. The
methods for handling less trivial situations are explained in subsequent sections of
this chapter.) Clearly, the worst-case analysis provides very important information
about an algorithm’s efficiency by bounding its running time from above. In other
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words, it guarantees that for any instance of size n, the running time will not exceed
Cyorss (), its running time on the worst-case inputs.

The best-case efficiency of an algorithm is its efficiency for the best-case input
of size n, which is an input (or inputs) of size n for which the algorithm runs the
fastest among all possible inputs of that size. Accordingly, we can analyze the best-
case efficiency as follows. First, we determine the kind of inputs for which the count
C(n) will be the smallest among all possible inputs of size n. (Note that the best
case does not mean the smallest input; it means the input of size n for which the
algorithm runs the fastest.) Then we ascertain the value of C(n) on these most
convenient inputs. For example, the best-case inputs for sequential search are lists
of size n with their first element equal to a search key; accordingly, C,,,,(n) =1
for this algorithm.

The analysis of the best-case efficiency is not nearly as important as that
of the worst-case efficiency. But it is not completely useless, either. Though we
should not expect to get best-case inputs, we might be able to take advantage of
the fact that for some algorithms a good best-case performance extends to some
useful types of inputs close to being the best-case ones. For example, there is a
sorting algorithm (insertion sort) for which the best-case inputs are already sorted
arrays on which the algorithm works very fast. Moreover, the best-case efficiency
deteriorates only slightly for almost-sorted arrays. Therefore, such an algorithm
might well be the method of choice for applications dealing with almost-sorted
arrays. And, of course, if the best-case efficiency of an algorithm is unsatisfactory,
we can immediately discard it without further analysis.

It should be clear from our discussion, however, that neither the worst-case
analysis nor its best-case counterpart yields the necessary information about an
algorithm’s behavior on a “typical” or “random” input. This is the information that
the average-case efficiency seeks to provide. To analyze the algorithm’s average-
case efficiency, we must make some assumptions about possible inputs of size n.

Let’s consider again sequential search. The standard assumptions are that
(a) the probability of a successful search is equal to p (0 < p <1) and (b) the
probability of the first match occurring in the ith position of the list is the same
for every i. Under these assumptions—the validity of which is usually difficult to
verify, their reasonableness notwithstanding—we can find the average number
of key comparisons C,,,(n) as follows. In the case of a successful search, the
probability of the first match occurring in the ith position of the list is p/n for
every i, and the number of comparisons made by the algorithm in such a situation
is obviously i. In the case of an unsuccessful search, the number of comparisons
will be n with the probability of such a search being (1 — p). Therefore,

Caogm=[1-L42. Ly i Ly By a-p)
n n n n

=Pl42+44it4nl+nd-p
n

n 2
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This general formula yields some quite reasonable answers. For example, if p =1
(the search must be successful), the average number of key comparisons made
by sequential search is (n 4+ 1)/2; that is, the algorithm will inspect, on average,
about half of the list’s elements. If p =0 (the search must be unsuccessful), the
average number of key comparisons will be n because the algorithm will inspect
all n elements on all such inputs.

As you can see from this very elementary example, investigation of the
average-case efficiency is considerably more difficult than investigation of the
worst-case and best-case efficiencies. The direct approach for doing this involves
dividing all instances of size n into several classes so that for each instance of the
class the number of times the algorithm’s basic operation is executed is the same.
(What were these classes for sequential search?) Then a probability distribution
of inputs is obtained or assumed so that the expected value of the basic operation’s
count can be found.

The technical implementation of this plan is rarely easy, however, and prob-
abilistic assumptions underlying it in each particular case are usually difficult to
verify. Given our quest for simplicity, we will mostly quote known results about
the average-case efficiency of algorithms under discussion. If you are interested
in derivations of these results, consult such books as [Baa00], [Sed96], [Knul],
[Knull], and [KnullI].

It should be clear from the preceding discussion that the average-case ef-
ficiency cannot be obtained by taking the average of the worst-case and the
best-case efficiencies. Even though this average does occasionally coincide with
the average-case cost, it is not a legitimate way of performing the average-case
analysis.

Does one really need the average-case efficiency information? The answer is
unequivocally yes: there are many important algorithms for which the average-
case efficiency is much better than the overly pessimistic worst-case efficiency
would lead us to believe. So, without the average-case analysis, computer scientists
could have missed many important algorithms.

Yet another type of efficiency is called amortized efficiency. It applies not to
a single run of an algorithm but rather to a sequence of operations performed
on the same data structure. It turns out that in some situations a single operation
can be expensive, but the total time for an entire sequence of n such operations is
always significantly better than the worst-case efficiency of that single operation
multiplied by n. So we can “amortize” the high cost of such a worst-case occur-
rence over the entire sequence in a manner similar to the way a business would
amortize the cost of an expensive item over the years of the item’s productive life.
This sophisticated approach was discovered by the American computer scientist
Robert Tarjan, who used it, among other applications, in developing an interest-
ing variation of the classic binary search tree (see [Tar87] for a quite readable
nontechnical discussion and [Tar85] for a technical account). We will see an ex-
ample of the usefulness of amortized efficiency in Section 9.2, when we consider
algorithms for finding unions of disjoint sets.
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Recapitulation of the Analysis Framework

Before we leave this section, let us summarize the main points of the framework
outlined above.

Both time and space efficiencies are measured as functions of the algorithm’s
input size.

Time efficiency is measured by counting the number of times the algorithm’s
basic operation is executed. Space efficiency is measured by counting the
number of extra memory units consumed by the algorithm.

The efficiencies of some algorithms may differ significantly for inputs of the
same size. For such algorithms, we need to distinguish between the worst-case,
average-case, and best-case efficiencies.

The framework’s primary interest lies in the order of growth of the algorithm’s
running time (extra memory units consumed) as its input size goes to infinity.

In the next section, we look at formal means to investigate orders of growth. In

Sections 2.3 and 2.4, we discuss particular methods for investigating nonrecursive
and recursive algorithms, respectively. It is there that you will see how the analysis
framework outlined here can be applied to investigating the efficiency of specific
algorithms. You will encounter many more examples throughout the rest of the
book.

Exercises 2.1

1.

For each of the following algorithms, indicate (i) a natural size metric for its
inputs, (ii) its basic operation, and (iii) whether the basic operation count can
be different for inputs of the same size:

a. computing the sum of » numbers

b. computing n!

c. finding the largest element in a list of » numbers

d. Euclid’s algorithm

e. sieve of Eratosthenes

f. pen-and-pencil algorithm for multiplying two r-digit decimal integers

a. Consider the definition-based algorithm for adding two n x n matrices.
What is its basic operation? How many times is it performed as a function

of the matrix order n? As a function of the total number of elements in the
input matrices?

b. Answer the same questions for the definition-based algorithm for matrix
multiplication.
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Consider a variation of sequential search that scans a list to return the number
of occurrences of a given search key in the list. Does its efficiency differ from
the efficiency of classic sequential search?

a. Glove selection There are 22 gloves in a drawer: 5 pairs of red gloves, 4
pairs of yellow, and 2 pairs of green. You select the gloves in the dark and
can check them only after a selection has been made. What is the smallest
number of gloves you need to select to have at least one matching pair in
the best case? In the worst case?

b. Missing socks Imagine that after washing 5 distinct pairs of socks, you
discover that two socks are missing. Of course, you would like to have
the largest number of complete pairs remaining. Thus, you are left with
4 complete pairs in the best-case scenario and with 3 complete pairs in
the worst case. Assuming that the probability of disappearance for each
of the 10 socks is the same, find the probability of the best-case scenario;
the probability of the worst-case scenario; the number of pairs you should
expect in the average case.

a. Prove formula (2.1) for the number of bits in the binary representation of
a positive decimal integer.

b. Prove the alternative formula for the number of bits in the binary repre-
sentation of a positive integer n:

b= [log,(n + 1)7.

c¢. What would be the analogous formulas for the number of decimal digits?

d. Explain why, within the accepted analysis framework, it does not matter
whether we use binary or decimal digits in measuring n’s size.

Suggest how any sorting algorithm can be augmented in a way to make the
best-case count of its key comparisons equal to just n — 1 (n is a list’s size,
of course). Do you think it would be a worthwhile addition to any sorting
algorithm?

Gaussian elimination, the classic algorithm for solving systems of n linear
equations in n unknowns, requires about %n3 multiplications, which is the
algorithm’s basic operation.

a. How much longer should you expect Gaussian elimination to work on a
system of 1000 equations versus a system of 500 equations?

b. You are considering buying a computer that is 1000 times faster than the
one you currently have. By what factor will the faster computer increase
the sizes of systems solvable in the same amount of time as on the old
computer?

For each of the following functions, indicate how much the function’s value
will change if its argument is increased fourfold.

a.log,n b.yn en don? ent f£27
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9. For each of the following pairs of functions, indicate whether the first function
of each of the following pairs has a lower, same, or higher order of growth (to
within a constant multiple) than the second function.

a. n(n + 1) and 2000n2>  b. 100n2 and 0.01n>

c. log, nand Inn d. log n and log, n?

e. 2"~land 2" f. (n — 1)!and n!
10. Invention of chess

a. According to a well-known legend, the game of chess was invented many
centuries ago in northwestern India by a certain sage. When he took his
invention to his king, the king liked the game so much that he offered the
inventor any reward he wanted. The inventor asked for some grain to be
obtained as follows: just a single grain of wheat was to be placed on the
first square of the chessboard, two on the second, four on the third, eight
on the fourth, and so on, until all 64 squares had been filled. If it took just
1 second to count each grain, how long would it take to count all the grain
due to him?

b. How long would it take if instead of doubling the number of grains for each
square of the chessboard, the inventor asked for adding two grains?

2.2

Asymptotic Notations and Basic Efficiency Classes

As pointed out in the previous section, the efficiency analysis framework con-
centrates on the order of growth of an algorithm’s basic operation count as the
principal indicator of the algorithm’s efficiency. To compare and rank such orders
of growth, computer scientists use three notations: O (big oh), €2 (big omega), and
© (big theta). First, we introduce these notations informally, and then, after sev-
eral examples, formal definitions are given. In the following discussion, #(n) and
g(n) can be any nonnegative functions defined on the set of natural numbers. In
the context we are interested in, #(n) will be an algorithm’s running time (usually
indicated by its basic operation count C(r)), and g (n) will be some simple function
to compare the count with.

Informal Introduction

Informally, O(g(n)) is the set of all functions with a lower or same order of growth
as g(n) (to within a constant multiple, as n goes to infinity). Thus, to give a few
examples, the following assertions are all true:

ne 0, 100n + 5 € O (n?), %n(n —1eom.
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Indeed, the first two functions are linear and hence have a lower order of growth
than g(n) = n?, while the last one is quadratic and hence has the same order of
growth as n2. On the other hand,

g omd,  0.00001n° ¢ 0n?), nttn+1¢0m?.

Indeed, the functions n3 and 0.00001x> are both cubic and hence have a higher
order of growth than n?, and so has the fourth-degree polynomial n* + n + 1.

The second notation, ©2(g(n)), stands for the set of all functions with a higher
or same order of growth as g(n) (to within a constant multiple, as n goes to infinity).
For example,

n? e Qn?), %n(n —DeQm, but 100n + 5 ¢ Q(n?).

Finally, ®(g(n)) is the set of all functions that have the same order of growth
as g(n) (to within a constant multiple, as n goes to infinity). Thus, every quadratic
function an? 4 bn + ¢ with a > 0 is in ©(»n?), but so are, among infinitely many
others, n? + sin n and n? + log n. (Can you explain why?)

Hopefully, this informal introduction has made you comfortable with the idea
behind the three asymptotic notations. So now come the formal definitions.

O-notation

DEFINITION A function #(n) is said to be in O(g(n)), denoted 7(n) € O(g(n)),
if #(n) is bounded above by some constant multiple of g(n) for all large n, i.e., if
there exist some positive constant ¢ and some nonnegative integer ng such that

t(n) <cg(n) foralln > n,.

The definition is illustrated in Figure 2.1 where, for the sake of visual clarity, # is
extended to be a real number.

As an example, let us formally prove one of the assertions made in the
introduction: 100n + 5 € O (n?). Indeed,
100n 4+ 5 < 100n + n (for all n > 5) = 101n < 101n°.

Thus, as values of the constants ¢ and n( required by the definition, we can take
101 and 5, respectively.

Note that the definition gives us a lot of freedom in choosing specific values
for constants ¢ and n(. For example, we could also reason that

100n + 5 < 1001 + 5n (for all n > 1) = 1051

to complete the proof with ¢ =105 and ny = 1.
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matter
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FIGURE 2.1 Big-oh notation: (n) € O(g(n)).

doesn't
matter

e

0

FIGURE 2.2 Big-omega notation: t(n) € Q(g(n)).

Q-notation

DEFINITION A function ¢(n) is said to be in Q(g(n)), denoted 7 (n) € QL (g(n)), if
t(n) is bounded below by some positive constant multiple of g(n) for all large n,
i.e., if there exist some positive constant ¢ and some nonnegative integer n such
that

t(n) > cg(n) foralln > n.
The definition is illustrated in Figure 2.2.

Here is an example of the formal proof that n3 € Q(n?):

3 2

n°>>n~ foralln>0,

i.e., we can select c =1 and ny =0.
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FIGURE 2.3 Big-theta notation: 1 (n) € ©(g(n)).

®-notation

DEFINITION A function #(n) is said to be in ®(g(n)), denoted t(n) € O(g(n)),
if #(n) is bounded both above and below by some positive constant multiples of
g(n) for all large n, i.e., if there exist some positive constants ¢; and ¢, and some
nonnegative integer n such that

c8(n) <t(n) <cig(n) foralln>ny.

The definition is illustrated in Figure 2.3.

For example, let us prove that %n(n — 1) € ©(n?). First, we prove the right
inequality (the upper bound):

1n(n -1 = 1n2 — 1n < 1n2 for alln > 0.
2 2 2 2
Second, we prove the left inequality (the lower bound):
1n(n -1 = 1n2 — 1n > 1n2 — 1nln (foralln >2) = 1nz.
2 2 2 2 2 2 4

Hence, we can select ¢, = %, c1= %, and ng = 2.

Useful Property Involving the Asymptotic Notations

Using the formal definitions of the asymptotic notations, we can prove their
general properties (see Problem 7 in this section’s exercises for a few simple
examples). The following property, in particular, is useful in analyzing algorithms
that comprise two consecutively executed parts.
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THEOREM If 1;(n) € O(gi(n)) and t,(n) € O(gy(n)), then

t(n) + r(n) € O(max{g,(n), go(n)}).

(The analogous assertions are true for the € and © notations as well.)

PROOF The proof extends to orders of growth the following simple fact about
four arbitrary real numbers ay, by, ay, by: if a; < by and a, < by, then a; + ay <
2 max{by, by}.

Since #1(n) € O(g1(n)), there exist some positive constant ¢; and some non-
negative integer nq such that

t1(n) <ci1g1(n) foralln >ny.
Similarly, since #,(n) € 0(gy(n)),
th(n) <crgy(n) foralln > n,.

Let us denote ¢3; = max{cy, ¢} and consider n > max{ny, n,} so that we can use
both inequalities. Adding them yields the following:

11 (n) + H(n) < c181(n) + c28,(n)
< c381(n) + c38,(n) = c3[g1(n) + g2 (n)]
< cz2 max{g;(n), g2(n)}.

Hence, t1(n) + t,(n) € O(max{g(n), g,(n)}), with the constants ¢ and n, required
by the O definition being 2¢; = 2 max{cy, ¢,} and max{ny, n,}, respectively. ]

So what does this property imply for an algorithm that comprises two consec-
utively executed parts? It implies that the algorithm’s overall efficiency is deter-
mined by the part with a higher order of growth, i.e., its least efficient part:

1(n) € O(g1(n)
() € O(gy(n))

For example, we can check whether an array has equal elements by the following
two-part algorithm: first, sort the array by applying some known sorting algorithm;
second, scan the sorted array to check its consecutive elements for equality. If, for
example, a sorting algorithm used in the first part makes no more than %n(n -1

} t1(n) + 1r(n) € O(max{g(n), g(n)}).

comparisons (and hence is in O (n?)) while the second part makes no more than
n — 1 comparisons (and hence is in O(n)), the efficiency of the entire algorithm
will be in O (max{n?, n}) = 0n?).

Using Limits for Comparing Orders of Growth

Though the formal definitions of O, 2, and © are indispensable for proving their
abstract properties, they are rarely used for comparing the orders of growth of
two specific functions. A much more convenient method for doing so is based on
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computing the limit of the ratio of two functions in question. Three principal cases
may arise:

0  implies that 7(n) has a smaller order of growth than g(n),
¢ implies that 7(n) has the same order of growth as g(n),
oo implies that ¢ (n) has a larger order of growth than g(n).3

lim LW =
n—oo g(n)

Note that the first two cases mean that ¢(n) € O(g(n)), the last two mean that
t(n) € 2(g(n)), and the second case means that t(n) € @(g(n)).

The limit-based approach is often more convenient than the one based on
the definitions because it can take advantage of the powerful calculus techniques
developed for computing limits, such as L’Hopital’s rule

lim 2 _ iy £
n—o00 g(n) n—00 g/(n)

and Stirling’s formula
n n
nl~«2mn (—) for large values of n.
e

Here are three examples of using the limit-based approach to comparing
orders of growth of two functions.

EXAMPLE 1 Compare the orders of growth of %n(n — 1) and n?. (This is one of
the examples we used at the beginning of this section to illustrate the definitions.)

1
sn(n—1 2_
le lim * n_1 lim(l—l)zl.
n—>00 n 2 n—soo p2 2 n—o0 n 2
Since the limit is equal to a positive constant, the functions have the same order
of growth or, symbolically, %n(n —1)eOmd. [ |

EXAMPLE 2 Compare the orders of growth of log, n and {/n. (Unlike Exam-
ple 1, the answer here is not immediately obvious.)

1 lo ' log, ¢) &
fim 10827 _ iy (0821 o820y i L,
n—00 ﬁ n—00 (ﬁ) n—00 > n—00 ﬁ
Since the limit is equal to zero, log, n has a smaller order of growth than \/n. (Since
log, n

lim,_, o = 0, we can use the so-called little-oh notation: log, n € o(\/n).

Unlike the big-Oh, the little-oh notation is rarely used in analysis of algorithms.)
|

The fourth case, in which such a limit does not exist, rarely happens in the actual practice of analyzing
algorithms. Still, this possibility makes the limit-based approach to comparing orders of growth less
general than the one based on the definitions of O, 2, and .
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EXAMPLE 3 Compare the orders of growth of n! and 2". (We discussed this
informally in Section 2.1.) Taking advantage of Stirling’s formula, we get

! 2mn ()"
lim £ = lim ()" _ lim ~27n

n" n\"
i lim ——%~— = lim v2nn (—) = 00.
n—o00 n n—00 on n—00 Qe n—00 2e
Thus, though 2" grows very fast, n! grows still faster. We can write symbolically that
n!e Q(2"); note, however, that while the big-Omega notation does not preclude
the possibility that n! and 2" have the same order of growth, the limit computed
here certainly does. ]

Basic Efficiency Classes

Even though the efficiency analysis framework puts together all the functions
whose orders of growth differ by a constant multiple, there are still infinitely many
such classes. (For example, the exponential functions a” have different orders of
growth for different values of base a.) Therefore, it may come as a surprise that
the time efficiencies of a large number of algorithms fall into only a few classes.
These classes are listed in Table 2.2 in increasing order of their orders of growth,
along with their names and a few comments.

You could raise a concern that classifying algorithms by their asymptotic effi-
ciency would be of little practical use since the values of multiplicative constants
are usually left unspecified. This leaves open the possibility of an algorithm in a
worse efficiency class running faster than an algorithm in a better efficiency class
for inputs of realistic sizes. For example, if the running time of one algorithm is n>
while the running time of the other is 10%:2, the cubic algorithm will outperform
the quadratic algorithm unless n exceeds 10°. A few such anomalies are indeed
known. Fortunately, multiplicative constants usually do not differ that drastically.
As arule, you should expect an algorithm from a better asymptotic efficiency class
to outperform an algorithm from a worse class even for moderately sized inputs.
This observation is especially true for an algorithm with a better than exponential
running time versus an exponential (or worse) algorithm.

Exercises 2.2

1. Use the most appropriate notation among O, ®, and 2 to indicate the time
efficiency class of sequential search (see Section 2.1)

a. in the worst case.
b. in the best case.
c. in the average case.

2. Use the informal definitions of O, ®, and Q2 to determine whether the follow-
ing assertions are true or false.
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TABLE 2.2 Basic asymptotic efficiency classes

Class

Name

Comments

logn

nlogn

21‘[

n!

constant

logarithmic

linear

linearithmic

quadratic

cubic

exponential

factorial

Short of best-case efficiencies, very few reasonable
examples can be given since an algorithm’s running
time typically goes to infinity when its input size grows
infinitely large.

Typically, a result of cutting a problem’s size by a
constant factor on each iteration of the algorithm (see
Section 4.4). Note that a logarithmic algorithm cannot
take into account all its input or even a fixed fraction
of it: any algorithm that does so will have at least linear
running time.

Algorithms that scan a list of size n (e.g., sequential
search) belong to this class.

Many divide-and-conquer algorithms (see Chapter 5),
including mergesort and quicksort in the average case,
fall into this category.

Typically, characterizes efficiency of algorithms with
two embedded loops (see the next section). Elemen-
tary sorting algorithms and certain operations onn x n
matrices are standard examples.

Typically, characterizes efficiency of algorithms with
three embedded loops (see the next section). Several
nontrivial algorithms from linear algebra fall into this
class.

Typical for algorithms that generate all subsets of an
n-element set. Often, the term “exponential” is used
in a broader sense to include this and larger orders of
growth as well.

Typical for algorithms that generate all permutations
of an n-element set.

a. n(n+1)/2e€0mn’
c. n(n+1)/2 € O®3)

b. n(n+1)/2 € O3
d n(n+1)/2€Q®n)

3. For each of the following functions, indicate the class ®(g(n)) the function
belongs to. (Use the simplest g(n) possible in your answers.) Prove your

assertions.

a. (n>+ 110
¢ 2nlgn+2>%+m+2)>1g4t d 2tt43t
e. |log, n]

b. vV10n2 +7n+3
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4.

10.

a. Table 2.1 contains values of several functions that often arise in the analysis
of algorithms. These values certainly suggest that the functions

logn, n, nlog,n, n?,  nd, 2", nl
are listed in increasing order of their order of growth. Do these values
prove this fact with mathematical certainty?
b. Prove that the functions are indeed listed in increasing order of their order
of growth.

. List the following functions according to their order of growth from the lowest

to the highest:
(n—2), 5lg(n +100)1° 22" 0.001n* +3n> +1, In?>n, In, 3"

a. Prove thatevery polynomial of degree k, p(n) = ayn* 4+ a_n* '+ - - - + a
with a; > 0, belongs to © ().

b. Prove that exponential functions a” have different orders of growth for
different values of base a > 0.

. Prove the following assertions by using the definitions of the notations in-

volved, or disprove them by giving a specific counterexample.

a. Ift(n) € O(g(n)), then g(n) € Q((n)).

b. ©(xg(n)) = O©(g(n)), where a > 0.

¢ O(gn) =0(gm) NQ(gh)).

d. For any two nonnegative functions #(n) and g(n) defined on the set of
nonnegative integers, either t(n) € O(g(n)), or t(n) € 2(g(n)), or both.

. Prove the section’s theorem for

a. Q notation. b. © notation.

. We mentioned in this section that one can check whether all elements of an

array are distinct by a two-part algorithm based on the array’s presorting.

a. Ifthe presortingis done by an algorithm with a time efficiency in © (n log n),
what will be a time-efficiency class of the entire algorithm?

b. If the sorting algorithm used for presorting needs an extra array of size n,
what will be the space-efficiency class of the entire algorithm?

The range of a finite nonempty set of n real numbers S is defined as the differ-
ence between the largest and smallest elements of S. For each representation
of S given below, describe in English an algorithm to compute the range. Indi-
cate the time efficiency classes of these algorithms using the most appropriate
notation (O, ©, or Q).

a. An unsorted array

b. A sorted array

c. A sorted singly linked list

d. A binary search tree
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11. Lighter or heavier? You have n > 2 identical-looking coins and a two-pan
balance scale with no weights. One of the coins is a fake, but you do not know
whether it is lighter or heavier than the genuine coins, which all weigh the
same. Design a ©(1) algorithm to determine whether the fake coin is lighter
or heavier than the others.

12. Door in a wall You are facing a wall that stretches infinitely in both direc-
tions. There is a door in the wall, but you know neither how far away nor in
which direction. You can see the door only when you are right next to it. De-
sign an algorithm that enables you to reach the door by walking at most O (n)
steps where n is the (unknown to you) number of steps between your initial
position and the door. [Par95]

Mathematical Analysis of Nonrecursive Algorithms

In this section, we systematically apply the general framework outlined in Section
2.1 to analyzing the time efficiency of nonrecursive algorithms. Let us start with
a very simple example that demonstrates all the principal steps typically taken in
analyzing such algorithms.

EXAMPLE 1 Consider the problem of finding the value of the largest element
in a list of n numbers. For simplicity, we assume that the list is implemented as
an array. The following is pseudocode of a standard algorithm for solving the
problem.

ALGORITHM MaxElement(A[0..n — 1])

//Determines the value of the largest element in a given array
//Input: An array A[0..n — 1] of real numbers
//Output: The value of the largest element in A
maxval < A[0]
fori < 1ton—1do

if A[i]> maxval

maxval < Ali]

return maxval

The obvious measure of an input’s size here is the number of elements in the
array, i.e., n. The operations that are going to be executed most often are in the
algorithm’s for loop. There are two operations in the loop’s body: the comparison
A[i] > maxval and the assignment maxval < A[i]. Which of these two operations
should we consider basic? Since the comparison is executed on each repetition
of the loop and the assignment is not, we should consider the comparison to be
the algorithm’s basic operation. Note that the number of comparisons will be the
same for all arrays of size n; therefore, in terms of this metric, there is no need to
distinguish among the worst, average, and best cases here.
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Let us denote C(n) the number of times this comparison is executed and try
to find a formula expressing it as a function of size n. The algorithm makes one
comparison on each execution of the loop, which is repeated for each value of the
loop’s variable i within the bounds 1 and n — 1, inclusive. Therefore, we get the
following sum for C (n):

n—1
Cn) = Z 1.
i=1

This is an easy sum to compute because it is nothing other than 1 repeated n — 1
times. Thus,
n—1
C(n):Zl:n—le@(n). n
i=1

Here is a general plan to follow in analyzing nonrecursive algorithms.

General Plan for Analyzing the Time Efficiency of Nonrecursive Algorithms

1. Decide on a parameter (or parameters) indicating an input’s size.

2. Identify the algorithm’s basic operation. (As a rule, it is located in the inner-
most loop.)

3. Check whether the number of times the basic operation is executed depends
only on the size of an input. If it also depends on some additional property,
the worst-case, average-case, and, if necessary, best-case efficiencies have to
be investigated separately.

4. Setup a sum expressing the number of times the algorithm’s basic operation
is executed.*

5. Using standard formulas and rules of sum manipulation, either find a closed-
form formula for the count or, at the very least, establish its order of growth.

Before proceeding with further examples, you may want to review Appen-
dix A, which contains a list of summation formulas and rules that are often useful
in analysis of algorithms. In particular, we use especially frequently two basic rules
of sum manipulation

u u
Z ca;=c Z a;, (R1)
. i=l ui:l .
da£b)=) a;+) b (R2)
i=l i=l i=l

Sometimes, an analysis of a nonrecursive algorithm requires setting up not a sum but a recurrence
relation for the number of times its basic operation is executed. Using recurrence relations is much
more typical for analyzing recursive algorithms (see Section 2.4).
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and two summation formulas

u
Z 1l=u—1+4+1 where! <u are some lower and upper integer limits, (S1)
i=l

21—2i=1+2+-~+ ”(”2“) ~ L2 com). (S2)
i=1

l\)

Note that the formula )7~ 11 1=n —1, which we used in Example 1, is a special
case of formula (S1) for/=1landu=n — 1.

EXAMPLE 2 Consider the element uniqueness problem: check whether all the
elements in a given array of n elements are distinct. This problem can be solved
by the following straightforward algorithm.

ALGORITHM UniqueElements(A[0..n — 1])

//Determines whether all the elements in a given array are distinct
//Input: An array A[0..n — 1]
//Output: Returns “true” if all the elements in A are distinct
I and “false” otherwise
fori < 0ton—2do

for j«<i+1ton—1do

if A[i]= A[j] return false

return true

The natural measure of the input’s size here is again n, the number of elements
in the array. Since the innermost loop contains a single operation (the comparison
of two elements), we should consider it as the algorithm’s basic operation. Note,
however, that the number of element comparisons depends not only on n but also
on whether there are equal elements in the array and, if there are, which array
positions they occupy. We will limit our investigation to the worst case only.

By definition, the worst case input is an array for which the number of element
comparisons C,,,,(n) is the largest among all arrays of size n. An inspection of
the innermost loop reveals that there are two kinds of worst-case inputs—inputs
for which the algorithm does not exit the loop prematurely: arrays with no equal
elements and arrays in which the last two elements are the only pair of equal
elements. For such inputs, one comparison is made for each repetition of the
innermost loop, i.e., for each value of the loop variable j between its limits i + 1
and n — 1; this is repeated for each value of the outer loop, i.e., for each value of
the loop variable i between its limits 0 and n — 2. Accordingly, we get
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n—2 n-—1 n—2 n—2
Coorse@ =D Y 1= [-D—G+D+1]=) —1-10)

i=0 j=i+l =0 P

n—2 n—2 2 1
ZZ(H—l)—Zl—n—l)Zl ¢

i=0 i=0
N B e Ul VI (n—l)n%E )
=@m-=1 5 5 2n € 0n?)

We also could have computed the sum Zf:_oz(n — 1 — i) faster as follows:

n—2

Yn—1-i)=(n—=D+n-2)+--+1=

i=0

(n—"Dn
>

where the last equality is obtained by applying summation formula (S2). Note
that this result was perfectly predictable: in the worst case, the algorithm needs to

compare all n(n — 1)/2 distinct pairs of its n elements.

EXAMPLE 3 Given two n x n matrices A and B, find the time efficiency of the
definition-based algorithm for computing their product C = AB. By definition, C
is an n X n matrix whose elements are computed as the scalar (dot) products of

the rows of matrix A and the columns of matrix B:

A B C

vow i | [ [ [[]] CLi.j

col.j

where C[i, j]= A[i, 0]B[O0, j]+ - - -+ A[i, k]B[k, j]+ -+ Ali,n —1]B[n — 1, j]

for every pair of indices 0 <i, j <n — 1.

ALGORITHM MatrixMultiplication(A[0..n — 1, 0..n — 1], B[0..n — 1, 0..n — 1])
//Multiplies two square matrices of order n by the definition-based algorithm

/Input: Two n x n matrices A and B
//Output: Matrix C = AB
fori < Oton —1do
for j < Oton —1do
Cli, j]< 0.0
fork <~ 0Oton —1do
Cli, j]< C[i, j]+ Ali, k] * B[k, j]

return C
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We measure an input’s size by matrix order n. There are two arithmetical
operations in the innermost loop here—multiplication and addition—that, in
principle, can compete for designation as the algorithm’s basic operation. Actually,
we do not have to choose between them, because on each repetition of the
innermost loop each of the two is executed exactly once. So by counting one
we automatically count the other. Still, following a well-established tradition, we
consider multiplication as the basic operation (see Section 2.1). Let us set up a sum
for the total number of multiplications M (n) executed by the algorithm. (Since this
count depends only on the size of the input matrices, we do not have to investigate
the worst-case, average-case, and best-case efficiencies separately.)

Obviously, there is just one multiplication executed on each repetition of the
algorithm’s innermost loop, which is governed by the variable k ranging from the
lower bound 0 to the upper bound n — 1. Therefore, the number of multiplications
made for every pair of specific values of variables i and j is

n—1
2.1
k=0
and the total number of multiplications M (n) is expressed by the following

triple sum:
n—1n—1n-1

Mm =) Y31

i=0 j=0 k=0
Now, we can compute this sum by using formula (S1) and rule (R1) given
above. Starting with the innermost sum Zz;g) 1, which is equal to n (why?), we get

n—1n—1n-1 n—1n-1 n—1

M(n):ZZZl:ZZn:Zn2=n3.

i=0 j=0 k=0 i=0 j=0 i=0

This example is simple enough so that we could get this result without all
the summation machinations. How? The algorithm computes n? elements of the
product matrix. Each of the product’s elements is computed as the scalar (dot)
product of an n-element row of the first matrix and an n-element column of the
second matrix, which takes n multiplications. So the total number of multiplica-
tions is n - n? = n3. (It is this kind of reasoning that we expected you to employ
when answering this question in Problem 2 of Exercises 2.1.)

If we now want to estimate the running time of the algorithm on a particular
machine, we can do it by the product

T(n)~c,Mn)= cmn3,

where c,, is the time of one multiplication on the machine in question. We would
get a more accurate estimate if we took into account the time spent on the
additions, too:

T (n) ~ ¢,,M(n) + c,A(n) = c,,n° + c,n° = (¢,, + c)n’,
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where ¢, is the time of one addition. Note that the estimates differ only by their
multiplicative constants and not by their order of growth. ]

You should not have the erroneous impression that the plan outlined above
always succeeds in analyzing a nonrecursive algorithm. An irregular change in a
loop variable, a sum too complicated to analyze, and the difficulties intrinsic to
the average case analysis are just some of the obstacles that can prove to be insur-
mountable. These caveats notwithstanding, the plan does work for many simple
nonrecursive algorithms, as you will see throughout the subsequent chapters of
the book.

As a last example, let us consider an algorithm in which the loop’s variable
changes in a different manner from that of the previous examples.

EXAMPLE 4 The following algorithm finds the number of binary digits in the
binary representation of a positive decimal integer.

ALGORITHM Binary(n)

/Mnput: A positive decimal integer n
//Output: The number of binary digits in »’s binary representation
count <1
while n > 1 do
count < count + 1
n < |n/2]
return count

First, notice that the most frequently executed operation here is not inside the
while loop but rather the comparison n > 1 that determines whether the loop’s
body will be executed. Since the number of times the comparison will be executed
is larger than the number of repetitions of the loop’s body by exactly 1, the choice
is not that important.

A more significant feature of this example is the fact that the loop variable
takes on only a few values between its lower and upper limits; therefore, we
have to use an alternative way of computing the number of times the loop is
executed. Since the value of n is about halved on each repetition of the loop,
the answer should be about log, n. The exact formula for the number of times
the comparison n > 1 will be executed is actually |log, n] + 1—the number of bits
in the binary representation of n according to formula (2.1). We could also get
this answer by applying the analysis technique based on recurrence relations; we
discuss this technique in the next section because it is more pertinent to the analysis
of recursive algorithms. ]
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Exercises 2.3

1. Compute the following sums.
a 1+3+5+7+---4999
b. 2+4+8+16+---+1024
e Y d. Yt e Y i+
£33 e LY i e Y /i + D)
2. Find the order of growth of the following sums. Use the ®(g(n)) notation with
the simplest function g(n) possible.

a. Y (%+1)? b. Y1) lgi?
e Y G+D2T A Y G+ )
3. The sample variance of n measurements xy, . . ., x,, can be computed as either
—27:1(%‘ — i where x = _2?21 i
n—1 n
or

ZL] x,'z - (Z?:] xi)z/n
n—1 '

Find and compare the number of divisions, multiplications, and additions/
subtractions (additions and subtractions are usually bunched together) that
are required for computing the variance according to each of these formulas.

4. Consider the following algorithm.

ALGORITHM Mystery(n)

/Mnput: A nonnegative integer n
S<0
fori < 1tondo
S« S+ixi
return S

What does this algorithm compute?

. What is its basic operation?

How many times is the basic operation executed?
. What is the efficiency class of this algorithm?

e e T

Suggest an improvement, or a better algorithm altogether, and indicate its
efficiency class. If you cannot do it, try to prove that, in fact, it cannot be
done.
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EEEENEEE. .

13. Page numbering Find the total number of decimal digits needed for num-
bering pages in a book of 1000 pages. Assume that the pages are numbered
consecutively starting with 1.

Mathematical Analysis of Recursive Algorithms

In this section, we will see how to apply the general framework for analysis
of algorithms to recursive algorithms. We start with an example often used to
introduce novices to the idea of a recursive algorithm.

EXAMPLE 1 Compute the factorial function F(n) = n! for an arbitrary nonneg-
ative integer n. Since

nl=1-...-m—1D-n=mn-1D!'-n forn>1

and 0! =1 by definition, we can compute F(n) = F(n — 1) - n with the following
recursive algorithm.

ALGORITHM F(n)

//Computes n! recursively
//Input: A nonnegative integer n
//Output: The value of n!

if n =0Oreturn 1

elsereturn F(n — 1) xn

For simplicity, we consider n itself as an indicator of this algorithm’s input size
(rather than the number of bits in its binary expansion). The basic operation of the
algorithm is multiplication,’ whose number of executions we denote M (n). Since
the function F(n) is computed according to the formula

Fn)=Fmn—-1-n forn>0,

Alternatively, we could count the number of times the comparison n = 0 is executed, which is the same
as counting the total number of calls made by the algorithm (see Problem 2 in this section’s exercises).



2.4 Mathematical Analysis of Recursive Algorithms 71

the number of multiplications M (n) needed to compute it must satisfy the equality

M@n)=Mmn—-1) + 1 forn > 0.
to compute to multiply
F(n—1) F(n—1) by n

Indeed, M (n — 1) multiplications are spent to compute F(n — 1), and one more
multiplication is needed to multiply the result by n.

The last equation defines the sequence M (n) that we need to find. This equa-
tion defines M (n) not explicitly, i.e., as a function of n, but implicitly as a function
of its value at another point, namely n — 1. Such equations are called recurrence
relations or, for brevity, recurrences. Recurrence relations play an important role
not only in analysis of algorithms but also in some areas of applied mathematics.
They are usually studied in detail in courses on discrete mathematics or discrete
structures; a very brief tutorial on them is provided in Appendix B. Our goal now
is to solve the recurrence relation M(n) = M(n — 1) + 1, i.e., to find an explicit
formula for M (n) in terms of n only.

Note, however, that there is not one but infinitely many sequences that satisfy
this recurrence. (Can you give examples of, say, two of them?) To determine a
solution uniquely, we need an initial condition that tells us the value with which
the sequence starts. We can obtain this value by inspecting the condition that
makes the algorithm stop its recursive calls:

if n =0 return 1.

This tells us two things. First, since the calls stop when n = 0, the smallest value
of n for which this algorithm is executed and hence M (n) defined is 0. Second, by
inspecting the pseudocode’s exiting line, we can see that when n = 0, the algorithm
performs no multiplications. Therefore, the initial condition we are after is

Mi0) =0

the calls stop when n=0 T T no multiplications when n =0

Thus, we succeeded in setting up the recurrence relation and initial condition
for the algorithm’s number of multiplications M (n):

Mmn)=Mmn—-1)+1 forn>0, 2.2)
M(0) =0.

Before we embark on a discussion of how to solve this recurrence, let us
pause to reiterate an important point. We are dealing here with two recursively
defined functions. The first is the factorial function F(n) itself; it is defined by the
recurrence

Fny=F@mn—-1)-n foreveryn >0,
F(0)=1.

The second is the number of multiplications M (n) needed to compute F(n) by the
recursive algorithm whose pseudocode was given at the beginning of the section.
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As we just showed, M (n) is defined by recurrence (2.2). And it is recurrence (2.2)
that we need to solve now.

Though it is not difficult to “guess” the solution here (what sequence starts
with 0 when n =0 and increases by 1 on each step?), it will be more useful to
arrive at it in a systematic fashion. From the several techniques available for
solving recurrence relations, we use what can be called the method of backward
substitutions. The method’s idea (and the reason for the name) is immediately
clear from the way it applies to solving our particular recurrence:

Mn)=Mmn-1)+1 substitute M(n — ) =Mm —2) +1
=[Mn—-2)+1]+1=Mn—2)+2 substitute M(n —2)=Mn —3) +1
=[M®n—3)+1]+2=M@n—3) +3.

After inspecting the first three lines, we see an emerging pattern, which makes it
possible to predict not only the next line (what would it be?) but also a general
formula for the pattern: M (n) = M (n — i) + i. Strictly speaking, the correctness of
this formula should be proved by mathematical induction, but it is easier to get to
the solution as follows and then verify its correctness.

What remains to be done is to take advantage of the initial condition given.
Since it is specified for n = 0, we have to substitute i = n in the pattern’s formula
to get the ultimate result of our backward substitutions:

Mn)y=Mn—-1)+1=---=Mmn—-i)+i=---=Mn—n)+n=n.

You should not be disappointed after exerting so much effort to get this
“obvious” answer. The benefits of the method illustrated in this simple example
will become clear very soon, when we have to solve more difficult recurrences.
Also, note that the simple iterative algorithm that accumulates the product of n
consecutive integers requires the same number of multiplications, and it does so
without the overhead of time and space used for maintaining the recursion’s stack.

The issue of time efficiency is actually not that important for the problem of
computing n!, however. As we saw in Section 2.1, the function’s values get so large
so fast that we can realistically compute exact values of n! only for very small n’s.
Again, we use this example just as a simple and convenient vehicle to introduce
the standard approach to analyzing recursive algorithms. ]

Generalizing our experience with investigating the recursive algorithm for
computing n!, we can now outline a general plan for investigating recursive algo-
rithms.

General Plan for Analyzing the Time Efficiency of Recursive Algorithms
1. Decide on a parameter (or parameters) indicating an input’s size.
2. Identify the algorithm’s basic operation.
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3. Check whether the number of times the basic operation is executed can vary
on different inputs of the same size; if it can, the worst-case, average-case, and
best-case efficiencies must be investigated separately.

4. Set up a recurrence relation, with an appropriate initial condition, for the
number of times the basic operation is executed.

5. Solve the recurrence or, at least, ascertain the order of growth of its solution.

EXAMPLE 2 As our next example, we consider another educational workhorse
of recursive algorithms: the Tower of Hanoi puzzle. In this puzzle, we (or mythical
monks, if you do not like to move disks) have n disks of different sizes that can
slide onto any of three pegs. Initially, all the disks are on the first peg in order of
size, the largest on the bottom and the smallest on top. The goal is to move all the
disks to the third peg, using the second one as an auxiliary, if necessary. We can
move only one disk at a time, and it is forbidden to place a larger disk on top of a
smaller one.

The problem has an elegant recursive solution, which is illustrated in Fig-
ure 2.4. To move n > 1 disks from peg 1 to peg 3 (with peg 2 as auxiliary), we first
move recursively n — 1 disks from peg 1 to peg 2 (with peg 3 as auxiliary), then
move the largest disk directly from peg 1 to peg 3, and, finally, move recursively
n — 1 disks from peg 2 to peg 3 (using peg 1 as auxiliary). Of course, if n = 1, we
simply move the single disk directly from the source peg to the destination peg.

=1 I

2

FIGURE 2.4 Recursive solution to the Tower of Hanoi puzzle.
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Let us apply the general plan outlined above to the Tower of Hanoi problem.
The number of disks # is the obvious choice for the input’s size indicator, and so is
moving one disk as the algorithm’s basic operation. Clearly, the number of moves
M (n) depends on n only, and we get the following recurrence equation for it:

Mn)y=Mmn—-1)+1+Mmn—-1) forn>1.

With the obvious initial condition M (1) =1, we have the following recurrence
relation for the number of moves M (n):

Mn)=2Mmn —-1)+1 forn>1, 2.3)
M1 =1
We solve this recurrence by the same method of backward substitutions:
Mn)=2Mn—-1)+1 sub.M(n — 1) =2M@mn —2)+1

=22M(n —2) +1]4+1=2Mn —-2)+2+1 sub. M(n —2) =2M(n —3)+1
=222M(m —3)+1]+2+1=2Mn -3)+2>+2+1.

The pattern of the first three sums on the left suggests that the next one will be
24M (n — 4) 4+ 23 422 + 2 + 1, and generally, after i substitutions, we get

M@n)=2Mmn —i)+2 1 4+272 4. 42 4+1=2Mmn—i)+2 — 1.

Since the initial condition is specified for n = 1, which is achieved fori =n — 1, we
get the following formula for the solution to recurrence (2.3):

Mn)=2"""Mmn-mn-1)+2"1-1
=2y 42t 1= 2 =2 1

Thus, we have an exponential algorithm, which will run for an unimaginably
long time even for moderate values of n (see Problem 5 in this section’s exercises).
This is not due to the fact that this particular algorithm is poor; in fact, it is not
difficult to prove that this is the most efficient algorithm possible for this problem.
It is the problem’s intrinsic difficulty that makes it so computationally hard. Still,
this example makes an important general point:

One should be careful with recursive algorithms because their succinctness
may mask their inefficiency.

When a recursive algorithm makes more than a single call to itself, it can be
useful for analysis purposes to construct a tree of its recursive calls. In this tree,
nodes correspond to recursive calls, and we can label them with the value of the
parameter (or, more generally, parameters) of the calls. For the Tower of Hanoi
example, the tree is given in Figure 2.5. By counting the number of nodes in the
tree, we can get the total number of calls made by the Tower of Hanoi algorithm:

n—1
Cn) = Z 2! (where [ is the level in the tree in Figure 2.5) =2" — 1.
1=0
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RN Oy,

1/2\.1” 1/2\1 1/2\1 1.)2\1

FIGURE 2.5 Tree of recursive calls made by the recursive algorithm for the Tower of
Hanoi puzzle.

The number agrees, as it should, with the move count obtained earlier. [ |

EXAMPLE 3 As our next example, we investigate a recursive version of the
algorithm discussed at the end of Section 2.3.

ALGORITHM BinRec(n)

/Mnput: A positive decimal integer n

/[Output: The number of binary digits in »’s binary representation
ifn = 1return 1

else return BinRec(|n/2]) + 1

Let us set up a recurrence and an initial condition for the number of addi-
tions A(n) made by the algorithm. The number of additions made in computing
BinRec(|n/2]) is A([n/2]), plus one more addition is made by the algorithm to
increase the returned value by 1. This leads to the recurrence

A(n)=A(n/2))+1 forn>1. 24)

Since the recursive calls end when » is equal to 1 and there are no additions made
then, the initial condition is

A =0.

The presence of |n/2] in the function’s argument makes the method of back-
ward substitutions stumble on values of n that are not powers of 2. Therefore, the
standard approach to solving such a recurrence is to solve it only for n = 2* and
then take advantage of the theorem called the smoothness rule (see Appendix B),
which claims that under very broad assumptions the order of growth observed for
n = 2% gives a correct answer about the order of growth for all values of n. (Alter-
natively, after getting a solution for powers of 2, we can sometimes fine-tune this
solution to get a formula valid for an arbitrary n.) So let us apply this recipe to our
recurrence, which for n = 2* takes the form
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AQH =AY +1 fork >0,
A% =0.
Now backward substitutions encounter no problems:
AQH =AM +1 substitute A1) = A2 +1
=[AQ*?) +1]+1=A@Q"?) +2 substitute AR 2) = A2 3) +1
=[AQ) +1]+2=A42" +3
=A@ +i
=AQ + k.
Thus, we end up with
ACKH = A1) + k =k,
or, after returning to the original variable n = 2 and hence k = log, n,
A(n) =log, n € O(logn).

In fact, one can prove (Problem 7 in this section’s exercises) that the exact solution
for an arbitrary value of # is given by just a slightly more refined formula A(n) =
llog, n]. [ |

This section provides an introduction to the analysis of recursive algorithms.
These techniques will be used throughout the book and expanded further as
necessary. In the next section, we discuss the Fibonacci numbers; their analysis
involves more difficult recurrence relations to be solved by a method different
from backward substitutions.

Exercises 2.4

1. Solve the following recurrence relations.

a x(n)=x(n—1)+5 forn>1, x(1)=0
. x(n)=3x(n—1) forn>1, x(1)=4
xny=xn—1)4+n forn>0, x0)=0
. x(n)=x@®/2)+n forn>1, x(1)=1/solve for n =2%)
x(n) =x(n/3)+1 forn >1, x(1) =1 (solve for n = 3¥)

2. Set up and solve a recurrence relation for the number of calls made by F(n),
the recursive algorithm for computing n!.

e ap T
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Example: Computing the nth Fibonacci Number

In this section, we consider the Fibonacci numbers, a famous sequence
0, 1, 1, 2, 3, 5 8, 13, 21, 34,... 2.5)
that can be defined by the simple recurrence
Fny=Fmn—-1)4+Fn-2) forn>1 (2.6)
and two initial conditions
F(0) =0, F)=1. 2.7

The Fibonacci numbers were introduced by Leonardo Fibonacci in 1202 as
a solution to a problem about the size of a rabbit population (Problem 2 in this
section’s exercises). Many more examples of Fibonacci-like numbers have since
been discovered in the natural world, and they have even been used in predicting
the prices of stocks and commodities. There are some interesting applications of
the Fibonacci numbers in computer science as well. For example, worst-case inputs
for Euclid’s algorithm discussed in Section 1.1 happen to be consecutive elements
of the Fibonacci sequence. In this section, we briefly consider algorithms for
computing the nth element of this sequence. Among other benefits, the discussion
will provide us with an opportunity to introduce another method for solving
recurrence relations useful for analysis of recursive algorithms.

To start, let us get an explicit formula for F(n). If we try to apply the method
of backward substitutions to solve recurrence (2.6), we will fail to get an easily
discernible pattern. Instead, we can take advantage of a theorem that describes
solutions to a homogeneous second-order linear recurrence with constant co-
efficients

ax(n) +bx(n — 1) +cx(n —2) =0, (2.8)

where a, b, and ¢ are some fixed real numbers (a # 0) called the coefficients of
the recurrence and x (n) is the generic term of an unknown sequence to be found.
Applying this theorem to our recurrence with the initial conditions given—see
Appendix B—we obtain the formula

1 n n
F(n) ﬁ(¢ ¢"), (2.9)
where ¢ = (1+ +/5)/2 ~ 1.61803 and ¢ = —1/¢ ~ —0.61803.° It is hard to believe
that formula (2.9), which includes arbitrary integer powers of irrational numbers,
yields nothing else but all the elements of Fibonacci sequence (2.5), but it does!
One of the benefits of formula (2.9) is that it immediately implies that F(n)
grows exponentially (remember Fibonacci’s rabbits?), i.e., F(n) € ®(¢"). This

Constant ¢ is known as the golden ratio. Since antiquity, it has been considered the most pleasing ratio
of a rectangle’s two sides to the human eye and might have been consciously used by ancient architects
and sculptors.
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follows from the observation that ¢ is a fraction between —1 and 0, and hence
¢" gets infinitely small as n goes to infinity. In fact, one can prove that the impact
of the second term sz,n on the value of F(n) can be obtained by rounding off the

value of the first term to the nearest integer. In other words, for every nonnegative
integer n,

€
V5

In the algorithms that follow, we consider, for the sake of simplicity, such oper-
ations as additions and multiplications at unit cost. Since the Fibonacci numbers
grow infinitely large (and grow very rapidly), a more detailed analysis than the
one offered here is warranted. In fact, it is the size of the numbers rather than a
time-efficient method for computing them that should be of primary concern here.
Still, these caveats notwithstanding, the algorithms we outline and their analysis
provide useful examples for a student of the design and analysis of algorithms.

To begin with, we can use recurrence (2.6) and initial conditions (2.7) for the
obvious recursive algorithm for computing F ().

Fn) = ¢" rounded to the nearest integer. (2.10)

ALGORITHM F(n)

//Computes the nth Fibonacci number recursively by using its definition
/Input: A nonnegative integer n

/[Output: The nth Fibonacci number

ifn <1lreturnn

elsereturn F(n — 1) + F(n — 2)

Before embarking on its formal analysis, can you tell whether this is an effi-
cient algorithm? Well, we need to do a formal analysis anyway. The algorithm’s ba-
sic operation is clearly addition, so let A(n) be the number of additions performed
by the algorithm in computing F(n). Then the numbers of additions needed for
computing F(n — 1) and F(n — 2) are A(n — 1) and A(n — 2), respectively, and
the algorithm needs one more addition to compute their sum. Thus, we get the
following recurrence for A(n):

AmM)=An—-1)+An—-2)+1 forn>1, (2.11)
A(0) =0, A1) =0.
The recurrence A(n) — A(n — 1) — A(n — 2) =1 is quite similar to recurrence
F(n)— F(n — 1) — F(n —2) =0, but its right-hand side is not equal to zero. Such
recurrences are called inhomogeneous. There are general techniques for solving
inhomogeneous recurrences (see Appendix B or any textbook on discrete mathe-
matics), but for this particular recurrence, a special trick leads to a faster solution.

We can reduce our inhomogeneous recurrence to a homogeneous one by rewriting
it as

[Am) +1]-[An — D) +1]-[A(n —2) +1]=0
and substituting B(n) = A(n) + 1:
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B(n)—Bn—1)—B(n—2)=0,
B0) =1, B(1)=1.

This homogeneous recurrence can be solved exactly in the same manner as recur-
rence (2.6) was solved to find an explicit formula for F(n). But it can actually be
avoided by noting that B(n) is, in fact, the same recurrence as F(n) except that it
starts with two 1’s and thus runs one step ahead of F(r). So B(n) = F(n + 1), and

1
V5

Hence, A(n) € ®(¢"), and if we measure the size of n by the number of bits
b= |log, n] + linits binary representation, the efficiency class will be even worse,
namely, doubly exponential: A(b) € @(d)zb).

The poor efficiency class of the algorithm could be anticipated by the nature of
recurrence (2.11). Indeed, it contains two recursive calls with the sizes of smaller
instances only slightly smaller than size n. (Have you encountered such a situation
before?) We can also see the reason behind the algorithm’s inefficiency by looking
at a recursive tree of calls tracing the algorithm’s execution. An example of such
a tree for n =5 is given in Figure 2.6. Note that the same values of the function
are being evaluated here again and again, which is clearly extremely inefficient.

We can obtain a much faster algorithm by simply computing the successive
elements of the Fibonacci sequence iteratively, as is done in the following algo-
rithm.

Am)=Bn)—1=Fn+1) —1=—@" 1 —¢"hH 1.

ALGORITHM Fib(n)

//Computes the nth Fibonacci number iteratively by using its definition
/Input: A nonnegative integer n
//Output: The nth Fibonacci number
F[0] < 0; F[1]«1
fori < 2tondo
Fli]<« F[i — 1]+ F[i —2]
return F[n]

/ " \
F(3

F(4) )
F(3)/ \F(Z) F(2) \FH)
F(Z)/\FH) F(1)/\F(O) F(H/\F(O)
F(1) F(0)

FIGURE 2.6 Tree of recursive calls for computing the 5th Fibonacci number by the
definition-based algorithm.
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This algorithm clearly makes n — 1 additions. Hence, it is linear as a function
of n and “only” exponential as a function of the number of bits b in n’s binary
representation. Note that using an extra array for storing all the preceding ele-
ments of the Fibonacci sequence can be avoided: storing just two values is neces-
sary to accomplish the task (see Problem 8 in this section’s exercises).

The third alternative for computing the nth Fibonacci number lies in using
formula (2.10). The efficiency of the algorithm will obviously be determined by
the efficiency of an exponentiation algorithm used for computing ¢”. If it is done
by simply multiplying ¢ by itself n — 1 times, the algorithm will be in © (n) = ®(2?).
There are faster algorithms for the exponentiation problem. For example, we
will discuss ®(log n) = ®(b) algorithms for this problem in Chapters 4 and 6.
Note also that special care should be exercised in implementing this approach
to computing the nth Fibonacci number. Since all its intermediate results are
irrational numbers, we would have to make sure that their approximations in the
computer are accurate enough so that the final round-off yields a correct result.

Finally, there exists a ®(logn) algorithm for computing the nth Fibonacci
number that manipulates only integers. It is based on the equality

Fn—-1) Fm ]_[o 17"
[F(n) F(n—i—l)}_[l 1} fornz1

and an efficient way of computing matrix powers.

Exercises 2.5

1. Find a Web site dedicated to applications of the Fibonacci numbers and
study it.

2. Fibonacci’s rabbits problem A man put a pair of rabbits in a place sur-
rounded by a wall. How many pairs of rabbits will be there in a year if the
initial pair of rabbits (male and female) are newborn and all rabbit pairs are
not fertile during their first month of life but thereafter give birth to one new
male/female pair at the end of every month?

3. Climbing stairs Find the number of different ways to climb an n-stair stair-
case if each step is either one or two stairs. For example, a 3-stair staircase can
be climbed three ways: 1-1-1, 1-2, and 2-1.

4. How many even numbers are there among the first n Fibonacci numbers, i.e.,
among the numbers F(0), F(1), ..., F(n — 1)? Give a closed-form formula
valid for every n > 0.

5. Check by direct substitutions that the function %(qﬁ" — ¢") indeed satisfies
recurrence (2.6) and initial conditions (2.7).

6. The maximum values of the Java primitive types int and Tong are 23! — 1 and
263 _ 1, respectively. Find the smallest 1 for which the nth Fibonacci number
is not going to fit in a memory allocated for
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Produce a scatterplot of D,
case efficiency class.

avg(n) and indicate the algorithm’s likely average-

9. Run an experiment to ascertain the efficiency class of the sieve of Eratos-
thenes (see Section 1.1).

10. Run a timing experiment for the three algorithms for computing ged(m, n)
presented in Section 1.1.

Algorithm Visualization

In addition to the mathematical and empirical analyses of algorithms, there is yet
a third way to study algorithms. It is called algorithm visualization and can be
defined as the use of images to convey some useful information about algorithms.
That information can be a visual illustration of an algorithm’s operation, of its per-
formance on different kinds of inputs, or of its execution speed versus that of other
algorithms for the same problem. To accomplish this goal, an algorithm visualiza-
tion uses graphic elements—points, line segments, two- or three-dimensional bars,
and so on—to represent some “interesting events” in the algorithm’s operation.
There are two principal variations of algorithm visualization:

®  Static algorithm visualization
®  Dynamic algorithm visualization, also called algorithm animation

Static algorithm visualization shows an algorithm’s progress through a series
of still images. Algorithm animation, on the other hand, shows a continuous,
movie-like presentation of an algorithm’s operations. Animation is an arguably
more sophisticated option, which, of course, is much more difficult to implement.

Early efforts in the area of algorithm visualization go back to the 1970s. The
watershed event happened in 1981 with the appearance of a 30-minute color sound
film titled Sorting Out Sorting. This algorithm visualization classic was produced
at the University of Toronto by Ronald Baecker with the assistance of D. Sherman
[Bae81, Bae98]. It contained visualizations of nine well-known sorting algorithms
(more than half of them are discussed later in the book) and provided quite a
convincing demonstration of their relative speeds.

The success of Sorting Out Sorting made sorting algorithms a perennial fa-
vorite for algorithm animation. Indeed, the sorting problem lends itself quite
naturally to visual presentation via vertical or horizontal bars or sticks of different
heights or lengths, which need to be rearranged according to their sizes (Figure
2.8). This presentation is convenient, however, only for illustrating actions of a
typical sorting algorithm on small inputs. For larger files, Sorting Out Sorting used
the ingenious idea of presenting data by a scatterplot of points on a coordinate
plane, with the first coordinate representing an item’s position in the file and the
second one representing the item’s value; with such a representation, the process
of sorting looks like a transformation of a “random” scatterplot of points into the
points along a frame’s diagonal (Figure 2.9). In addition, most sorting algorithms
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Egjnpplel Yiewer: SortDemo._class - |E||1|
Applet
PROBLEM | Sort > ALGORITHM | Selection Sort N
‘ Run ‘ ‘ Step ‘ ‘ Back | ‘ ‘ ‘ Exit ‘
Eg_;a.hpplel Viewer: SontDemo.class i = |EI|1|
Applet
PROBLEM | Sort S ALGORITHM | Selection Sort 7

il

‘ Reset

=

Selection Sorthas completed - Mumber of comparisons: 45, Mumber of exchanges: 8

‘ Run ‘ Step H Back

FIGURE 2.8 Initial and final screens of a typical visualization of a sorting algorithm using
the bar representation.

work by comparing and exchanging two given items at a time—an event that can
be animated relatively easily.

Since the appearance of Sorting Out Sorting, a great number of algorithm
animations have been created, especially after the appearance of Java and the
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FIGURE 2.9 Initial and final screens of a typical visualization of a sorting algorithm using
the scatterplot representation.

World Wide Web in the 1990s. They range in scope from one particular algorithm
to a group of algorithms for the same problem (e.g., sorting) or the same applica-
tion area (e.g., geometric algorithms) to general-purpose animation systems. At
the end of 2010, a catalog of links to existing visualizations, maintained under the
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NSF-supported AlgoVizProject, contained over 500 links. Unfortunately, a survey
of existing visualizations found most of them to be of low quality, with the content
heavily skewed toward easier topics such as sorting [Sha07].

There are two principal applications of algorithm visualization: research and
education. Potential benefits for researchers are based on expectations that algo-
rithm visualization may help uncover some unknown features of algorithms. For
example, one researcher used a visualization of the recursive Tower of Hanoi algo-
rithm in which odd- and even-numbered disks were colored in two different colors.
He noticed that two disks of the same color never came in direct contact during
the algorithm’s execution. This observation helped him in developing a better non-
recursive version of the classic algorithm. To give another example, Bentley and
Mcllroy [Ben93] mentioned using an algorithm animation system in their work
on improving a library implementation of a leading sorting algorithm.

The application of algorithm visualization to education seeks to help students
learning algorithms. The available evidence of its effectiveness is decisively mixed.
Although some experiments did register positive learning outcomes, others failed
to do so. The increasing body of evidence indicates that creating sophisticated
software systems is not going to be enough. In fact, it appears that the level of
student involvement with visualization might be more important than specific
features of visualization software. In some experiments, low-tech visualizations
prepared by students were more effective than passive exposure to sophisticated
software systems.

To summarize, although some successes in both research and education have
been reported in the literature, they are not as impressive as one might expect. A
deeper understanding of human perception of images will be required before the
true potential of algorithm visualization is fulfilled.

SUMMARY

B There are two kinds of algorithm efficiency: time efficiency and space
efficiency. Time efficiency indicates how fast the algorithm runs; space
efficiency deals with the extra space it requires.

B Analgorithm’s time efficiency is principally measured as a function of its input
size by counting the number of times its basic operation is executed. A basic
operation is the operation that contributes the most to running time. Typically,
it is the most time-consuming operation in the algorithm’s innermost loop.

B For some algorithms, the running time can differ considerably for inputs of
the same size, leading to worst-case efficiency, average-case efficiency, and
best-case efficiency.

®  Theestablished framework for analyzing time efficiency is primarily grounded
in the order of growth of the algorithm’s running time as its input size goes to
infinity.
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The notations O, 2, and ® are used to indicate and compare the asymptotic
orders of growth of functions expressing algorithm efficiencies.

The efficiencies of a large number of algorithms fall into the following
few classes: constant, logarithmic, linear, linearithmic, quadratic, cubic, and
exponential.

The main tool for analyzing the time efficiency of a nonrecursive algorithm
is to set up a sum expressing the number of executions of its basic operation
and ascertain the sum’s order of growth.

The main tool for analyzing the time efficiency of a recursive algorithm is to
set up a recurrence relation expressing the number of executions of its basic
operation and ascertain the solution’s order of growth.

Succinctness of a recursive algorithm may mask its inefficiency.

The Fibonacci numbers are an important sequence of integers in which every
element is equal to the sum of its two immediate predecessors. There are
several algorithms for computing the Fibonacci numbers, with drastically
different efficiencies.

Empirical analysis of an algorithm is performed by running a program
implementing the algorithm on a sample of inputs and analyzing the data
observed (the basic operation’s count or physical running time). This
often involves generating pseudorandom numbers. The applicability to any
algorithm is the principal strength of this approach; the dependence of results
on the particular computer and instance sample is its main weakness.

Algorithm visualization is the use of images to convey useful information
about algorithms. The two principal variations of algorithm visualization are
static algorithm visualization and dynamic algorithm visualization (also called
algorithm animation).



2

Getting Started

This chapter will familiarize you with the framework we shall use throughout the
book to think about the design and analysis of algorithms. It is self-contained, but
it does include several references to material that we introduce in Chapters 3 and 4.
(It also contains several summations, which Appendix A shows how to solve.)

We begin by examining the insertion sort algorithm to solve the sorting problem
introduced in Chapter 1. We define a “pseudocode” that should be familiar to you if
you have done computer programming, and we use it to show how we shall specify
our algorithms. Having specified the insertion sort algorithm, we then argue that it
correctly sorts, and we analyze its running time. The analysis introduces a notation
that focuses on how that time increases with the number of items to be sorted.
Following our discussion of insertion sort, we introduce the divide-and-conquer
approach to the design of algorithms and use it to develop an algorithm called
merge sort. We end with an analysis of merge sort’s running time.

2.1 Insertion sort

Our first algorithm, insertion sort, solves the sorting problem introduced in Chap-
ter 1:

Input: A sequence of n numbers (a;,d,,....a,).

Output: A permutation (reordering) (a}, a5, ..., a,) of the input sequence such
thata} <a), <--- <a,.

The numbers that we wish to sort are also known as the keys. Although conceptu-
ally we are sorting a sequence, the input comes to us in the form of an array with n
elements.

In this book, we shall typically describe algorithms as programs written in a
pseudocode that is similar in many respects to C, C++, Java, Python, or Pascal. If
you have been introduced to any of these languages, you should have little trouble
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Figure 2.1 Sorting a hand of cards using insertion sort.

reading our algorithms. What separates pseudocode from “real” code is that in
pseudocode, we employ whatever expressive method is most clear and concise to
specify a given algorithm. Sometimes, the clearest method is English, so do not
be surprised if you come across an English phrase or sentence embedded within
a section of “real” code. Another difference between pseudocode and real code
is that pseudocode is not typically concerned with issues of software engineering.
Issues of data abstraction, modularity, and error handling are often ignored in order
to convey the essence of the algorithm more concisely.

We start with insertion sort, which is an efficient algorithm for sorting a small
number of elements. Insertion sort works the way many people sort a hand of
playing cards. We start with an empty left hand and the cards face down on the
table. We then remove one card at a time from the table and insert it into the
correct position in the left hand. To find the correct position for a card, we compare
it with each of the cards already in the hand, from right to left, as illustrated in
Figure 2.1. At all times, the cards held in the left hand are sorted, and these cards
were originally the top cards of the pile on the table.

We present our pseudocode for insertion sort as a procedure called INSERTION-
SORT, which takes as a parameter an array A[l..n] containing a sequence of
length 7 that is to be sorted. (In the code, the number 7 of elements in A is denoted
by A.length.) The algorithm sorts the input numbers in place: it rearranges the
numbers within the array A, with at most a constant number of them stored outside
the array at any time. The input array A contains the sorted output sequence when
the INSERTION-SORT procedure is finished.
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Figure 2.2 The operation of INSERTION-SORT on the array A = (5,2, 4, 6, 1, 3). Array indices
appear above the rectangles, and values stored in the array positions appear within the rectangles.
(a)—(e) The iterations of the for loop of lines 1-8. In each iteration, the black rectangle holds the
key taken from A[;], which is compared with the values in shaded rectangles to its left in the test of
line 5. Shaded arrows show array values moved one position to the right in line 6, and black arrows
indicate where the key moves to in line 8. (f) The final sorted array.

INSERTION-SORT(A)

1 for j = 2to A.length

2 key = AlJ]

3 // Tnsert A[j] into the sorted sequence A[1..j — 1].
4 i=j—1

5 while ; > 0 and A[i] > key

6 Ali + 1] = A]i]

7 i=i-1
8 Ali + 1] = key

Loop invariants and the correctness of insertion sort

Figure 2.2 shows how this algorithm works for A = (5, 2, 4, 6, 1, 3). The in-
dex j indicates the “current card” being inserted into the hand. At the beginning
of each iteration of the for loop, which is indexed by j, the subarray consisting
of elements A[l..j — 1] constitutes the currently sorted hand, and the remaining
subarray A[j + 1..n] corresponds to the pile of cards still on the table. In fact,
elements A[l..j — 1] are the elements originally in positions 1 through j — 1, but
now in sorted order. We state these properties of A[1..j — 1] formally as a loop
invariant:

At the start of each iteration of the for loop of lines 1-8, the subarray
A[l..j —1] consists of the elements originally in A[1.. j — 1], but in sorted
order.

We use loop invariants to help us understand why an algorithm is correct. We
must show three things about a loop invariant:
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Initialization: It is true prior to the first iteration of the loop.

Maintenance: If it is true before an iteration of the loop, it remains true before the
next iteration.

Termination: When the loop terminates, the invariant gives us a useful property
that helps show that the algorithm is correct.

When the first two properties hold, the loop invariant is true prior to every iteration
of the loop. (Of course, we are free to use established facts other than the loop
invariant itself to prove that the loop invariant remains true before each iteration.)
Note the similarity to mathematical induction, where to prove that a property holds,
you prove a base case and an inductive step. Here, showing that the invariant holds
before the first iteration corresponds to the base case, and showing that the invariant
holds from iteration to iteration corresponds to the inductive step.

The third property is perhaps the most important one, since we are using the loop
invariant to show correctness. Typically, we use the loop invariant along with the
condition that caused the loop to terminate. The termination property differs from
how we usually use mathematical induction, in which we apply the inductive step
infinitely; here, we stop the “induction” when the loop terminates.

Let us see how these properties hold for insertion sort.

Initialization: We start by showing that the loop invariant holds before the first
loop iteration, when j = 2. The subarray A[l..j — 1], therefore, consists
of just the single element A[1], which is in fact the original element in A[1].
Moreover, this subarray is sorted (trivially, of course), which shows that the
loop invariant holds prior to the first iteration of the loop.

Maintenance: Next, we tackle the second property: showing that each iteration
maintains the loop invariant. Informally, the body of the for loop works by
moving A[j — 1], A[j — 2], A[j — 3], and so on by one position to the right
until it finds the proper position for A[j] (lines 4-7), at which point it inserts
the value of A[j] (line 8). The subarray A[l .. j] then consists of the elements
originally in A[1.. j], but in sorted order. Incrementing j for the next iteration
of the for loop then preserves the loop invariant.

A more formal treatment of the second property would require us to state and
show a loop invariant for the while loop of lines 5-7. At this point, however,

I'When the loop is a for loop, the moment at which we check the loop invariant just prior to the first
iteration is immediately after the initial assignment to the loop-counter variable and just before the
first test in the loop header. In the case of INSERTION-SORT, this time is after assigning 2 to the
variable j but before the first test of whether j < A.length.
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we prefer not to get bogged down in such formalism, and so we rely on our
informal analysis to show that the second property holds for the outer loop.

Termination: Finally, we examine what happens when the loop terminates. The

condition causing the for loop to terminate is that j > A.length = n. Because
each loop iteration increases j by 1, we must have j = n 4 1 at that time.
Substituting n 4 1 for j in the wording of loop invariant, we have that the
subarray A[l..n] consists of the elements originally in A[1..n], but in sorted
order. Observing that the subarray A[l .. n] is the entire array, we conclude that
the entire array is sorted. Hence, the algorithm is correct.

We shall use this method of loop invariants to show correctness later in this

chapter and in other chapters as well.

Pseudocode conventions

We use the following conventions in our pseudocode.

Indentation indicates block structure. For example, the body of the for loop that
begins on line 1 consists of lines 2—8, and the body of the while loop that begins
on line 5 contains lines 67 but not line 8. Our indentation style applies to
if-else statements” as well. Using indentation instead of conventional indicators
of block structure, such as begin and end statements, greatly reduces clutter
while preserving, or even enhancing, clarity.’

The looping constructs while, for, and repeat-until and the if-else conditional
construct have interpretations similar to those in C, C++, Java, Python, and
Pascal.* In this book, the loop counter retains its value after exiting the loop,
unlike some situations that arise in C++, Java, and Pascal. Thus, immediately
after a for loop, the loop counter’s value is the value that first exceeded the for
loop bound. We used this property in our correctness argument for insertion
sort. The for loop header in line 1 is for j = 2 to A.length, and so when
this loop terminates, j = A.length 4+ 1 (or, equivalently, j = n + 1, since
n = A.length). We use the keyword to when a for loop increments its loop

2In an if-else statement, we indent else at the same level as its matching if. Although we omit the
keyword then, we occasionally refer to the portion executed when the test following if is true as a
then clause. For multiway tests, we use elseif for tests after the first one.

3Each pseudocode procedure in this book appears on one page so that you will not have to discern
levels of indentation in code that is split across pages.

4Most block-structured languages have equivalent constructs, though the exact syntax may differ.
Python lacks repeat-until loops, and its for loops operate a little differently from the for loops in
this book.
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counter in each iteration, and we use the keyword downto when a for loop
decrements its loop counter. When the loop counter changes by an amount
greater than 1, the amount of change follows the optional keyword by.

* The symbol “//” indicates that the remainder of the line is a comment.

* A multiple assignment of the formi = j = e assigns to both variables i and j
the value of expression e; it should be treated as equivalent to the assignment
j = e followed by the assignmenti = j.

* Variables (such as i, j, and key) are local to the given procedure. We shall not
use global variables without explicit indication.

*  We access array elements by specifying the array name followed by the in-
dex in square brackets. For example, A[i] indicates the ith element of the
array A. The notation ““..” is used to indicate a range of values within an ar-
ray. Thus, A[l.. j] indicates the subarray of A consisting of the j elements
A[l], A[2], ..., A[j].

*  We typically organize compound data into objects, which are composed of
attributes. We access a particular attribute using the syntax found in many
object-oriented programming languages: the object name, followed by a dot,
followed by the attribute name. For example, we treat an array as an object
with the attribute length indicating how many elements it contains. To specify
the number of elements in an array A, we write A.length.

We treat a variable representing an array or object as a pointer to the data rep-
resenting the array or object. For all attributes f of an object x, setting y = x
causes y.f to equal x.f. Moreover, if we now set x.f = 3, then afterward not
only does x.f equal 3, but y.f equals 3 as well. In other words, x and y point
to the same object after the assignment y = x.

Our attribute notation can “cascade.” For example, suppose that the attribute f
is itself a pointer to some type of object that has an attribute g. Then the notation
x.f.g is implicitly parenthesized as (x.f).g. In other words, if we had assigned
y = x.f, then x.f.g is the same as y.g.

Sometimes, a pointer will refer to no object at all. In this case, we give it the
special value NIL.

*  We pass parameters to a procedure by value: the called procedure receives its
own copy of the parameters, and if it assigns a value to a parameter, the change
is not seen by the calling procedure. When objects are passed, the pointer to
the data representing the object is copied, but the object’s attributes are not. For
example, if x is a parameter of a called procedure, the assignment x = y within
the called procedure is not visible to the calling procedure. The assignment
x.f = 3, however, is visible. Similarly, arrays are passed by pointer, so that
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a pointer to the array is passed, rather than the entire array, and changes to
individual array elements are visible to the calling procedure.

* A return statement immediately transfers control back to the point of call in
the calling procedure. Most return statements also take a value to pass back to
the caller. Our pseudocode differs from many programming languages in that
we allow multiple values to be returned in a single return statement.

* The boolean operators “and” and “or” are short circuiting. That is, when we
evaluate the expression “x and y” we first evaluate x. If x evaluates to FALSE,
then the entire expression cannot evaluate to TRUE, and so we do not evaluate y.
If, on the other hand, x evaluates to TRUE, we must evaluate y to determine the
value of the entire expression. Similarly, in the expression “x or y” we eval-
uate the expression y only if x evaluates to FALSE. Short-circuiting operators
allow us to write boolean expressions such as “x # NIL and x.f = y” without
worrying about what happens when we try to evaluate x.f when x is NIL.

e The keyword error indicates that an error occurred because conditions were
wrong for the procedure to have been called. The calling procedure is respon-
sible for handling the error, and so we do not specify what action to take.

Exercises

2.1-1
Using Figure 2.2 as a model, illustrate the operation of INSERTION-SORT on the
array A = (31,41,59,26,41, 58).

2.1-2
Rewrite the INSERTION-SORT procedure to sort into nonincreasing instead of non-
decreasing order.

2.1-3
Consider the searching problem:

Input: A sequence of n numbers A = (a;,ds,,...,a,) and a value v.

Output: An index i such that v = A[i] or the special value NIL if v does not
appear in A.

Write pseudocode for linear search, which scans through the sequence, looking
for v. Using a loop invariant, prove that your algorithm is correct. Make sure that
your loop invariant fulfills the three necessary properties.

2.1-4
Consider the problem of adding two n-bit binary integers, stored in two n-element
arrays A and B. The sum of the two integers should be stored in binary form in
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an (n + 1)-element array C. State the problem formally and write pseudocode for
adding the two integers.

2.2 Analyzing algorithms

Analyzing an algorithm has come to mean predicting the resources that the algo-
rithm requires. Occasionally, resources such as memory, communication band-
width, or computer hardware are of primary concern, but most often it is compu-
tational time that we want to measure. Generally, by analyzing several candidate
algorithms for a problem, we can identify a most efficient one. Such analysis may
indicate more than one viable candidate, but we can often discard several inferior
algorithms in the process.

Before we can analyze an algorithm, we must have a model of the implemen-
tation technology that we will use, including a model for the resources of that
technology and their costs. For most of this book, we shall assume a generic one-
processor, random-access machine (RAM) model of computation as our imple-
mentation technology and understand that our algorithms will be implemented as
computer programs. In the RAM model, instructions are executed one after an-
other, with no concurrent operations.

Strictly speaking, we should precisely define the instructions of the RAM model
and their costs. To do so, however, would be tedious and would yield little insight
into algorithm design and analysis. Yet we must be careful not to abuse the RAM
model. For example, what if a RAM had an instruction that sorts? Then we could
sort in just one instruction. Such a RAM would be unrealistic, since real computers
do not have such instructions. Our guide, therefore, is how real computers are de-
signed. The RAM model contains instructions commonly found in real computers:
arithmetic (such as add, subtract, multiply, divide, remainder, floor, ceiling), data
movement (load, store, copy), and control (conditional and unconditional branch,
subroutine call and return). Each such instruction takes a constant amount of time.

The data types in the RAM model are integer and floating point (for storing real
numbers). Although we typically do not concern ourselves with precision in this
book, in some applications precision is crucial. We also assume a limit on the size
of each word of data. For example, when working with inputs of size n, we typ-
ically assume that integers are represented by c Ign bits for some constant ¢ > 1.
We require ¢ > 1 so that each word can hold the value of n, enabling us to index the
individual input elements, and we restrict ¢ to be a constant so that the word size
does not grow arbitrarily. (If the word size could grow arbitrarily, we could store
huge amounts of data in one word and operate on it all in constant time—clearly
an unrealistic scenario.)
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Real computers contain instructions not listed above, and such instructions rep-
resent a gray area in the RAM model. For example, is exponentiation a constant-
time instruction? In the general case, no; it takes several instructions to compute x”
when x and y are real numbers. In restricted situations, however, exponentiation is
a constant-time operation. Many computers have a “shift left” instruction, which
in constant time shifts the bits of an integer by k positions to the left. In most
computers, shifting the bits of an integer by one position to the left is equivalent
to multiplication by 2, so that shifting the bits by k positions to the left is equiv-
alent to multiplication by 2. Therefore, such computers can compute 2¥ in one
constant-time instruction by shifting the integer 1 by k positions to the left, as long
as k is no more than the number of bits in a computer word. We will endeavor to
avoid such gray areas in the RAM model, but we will treat computation of 2% as a
constant-time operation when k is a small enough positive integer.

In the RAM model, we do not attempt to model the memory hierarchy that is
common in contemporary computers. That is, we do not model caches or virtual
memory. Several computational models attempt to account for memory-hierarchy
effects, which are sometimes significant in real programs on real machines. A
handful of problems in this book examine memory-hierarchy effects, but for the
most part, the analyses in this book will not consider them. Models that include
the memory hierarchy are quite a bit more complex than the RAM model, and so
they can be difficult to work with. Moreover, RAM-model analyses are usually
excellent predictors of performance on actual machines.

Analyzing even a simple algorithm in the RAM model can be a challenge. The
mathematical tools required may include combinatorics, probability theory, alge-
braic dexterity, and the ability to identify the most significant terms in a formula.
Because the behavior of an algorithm may be different for each possible input, we
need a means for summarizing that behavior in simple, easily understood formulas.

Even though we typically select only one machine model to analyze a given al-
gorithm, we still face many choices in deciding how to express our analysis. We
would like a way that is simple to write and manipulate, shows the important char-
acteristics of an algorithm’s resource requirements, and suppresses tedious details.

Analysis of insertion sort

The time taken by the INSERTION-SORT procedure depends on the input: sorting a
thousand numbers takes longer than sorting three numbers. Moreover, INSERTION-
SORT can take different amounts of time to sort two input sequences of the same
size depending on how nearly sorted they already are. In general, the time taken
by an algorithm grows with the size of the input, so it is traditional to describe the
running time of a program as a function of the size of its input. To do so, we need
to define the terms “running time” and “size of input” more carefully.
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The best notion for input size depends on the problem being studied. For many
problems, such as sorting or computing discrete Fourier transforms, the most nat-
ural measure is the number of items in the input—for example, the array size n
for sorting. For many other problems, such as multiplying two integers, the best
measure of input size is the toral number of bits needed to represent the input in
ordinary binary notation. Sometimes, it is more appropriate to describe the size of
the input with two numbers rather than one. For instance, if the input to an algo-
rithm is a graph, the input size can be described by the numbers of vertices and
edges in the graph. We shall indicate which input size measure is being used with
each problem we study.

The running time of an algorithm on a particular input is the number of primitive
operations or “steps” executed. It is convenient to define the notion of step so
that it is as machine-independent as possible. For the moment, let us adopt the
following view. A constant amount of time is required to execute each line of our
pseudocode. One line may take a different amount of time than another line, but
we shall assume that each execution of the ith line takes time c;, where ¢; is a
constant. This viewpoint is in keeping with the RAM model, and it also reflects
how the pseudocode would be implemented on most actual computers.’

In the following discussion, our expression for the running time of INSERTION-
SORT will evolve from a messy formula that uses all the statement costs ¢; to a
much simpler notation that is more concise and more easily manipulated. This
simpler notation will also make it easy to determine whether one algorithm is more
efficient than another.

We start by presenting the INSERTION-SORT procedure with the time “cost”
of each statement and the number of times each statement is executed. For each
Jj =2,3,...,n, where n = A.length, we let t; denote the number of times the
while loop test in line 5 is executed for that value of j. When a for or while loop
exits in the usual way (i.e., due to the test in the loop header), the test is executed
one time more than the loop body. We assume that comments are not executable
statements, and so they take no time.

SThere are some subtleties here. Computational steps that we specify in English are often variants
of a procedure that requires more than just a constant amount of time. For example, later in this
book we might say “sort the points by x-coordinate,” which, as we shall see, takes more than a
constant amount of time. Also, note that a statement that calls a subroutine takes constant time,
though the subroutine, once invoked, may take more. That is, we separate the process of calling the
subroutine — passing parameters to it, etc. —from the process of executing the subroutine.
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INSERTION-SORT (A) cost  times
1 for j = 2to A.length cq n
2 key = A[J]] C n—1
3 // Insert A[j] into the sorted
sequence A[l..j —1]. 0 n—1
4 i=7j—1 Cyq n—1
5 while i > 0 and A[i] > key Cs Z;’:Z t
6 Ali +1] = Ali) 6 Y-
7 i=i—1 ¢y Z}lzz(tj —1)
8 Ali + 1] = key cg n—1

The running time of the algorithm is the sum of running times for each state-
ment executed; a statement that takes ¢; steps to execute and executes n times will
contribute ¢;n to the total running time.® To compute T'(n), the running time of
INSERTION-SORT on an input of n values, we sum the products of the cost and
times columns, obtaining

) = cantom-Dtam-1)+cs th + ¢q Z(t_,- -1

j=2 j=2
+ ¢y Z(lj — 1) + Cg(n — 1) .
j=2

Even for inputs of a given size, an algorithm’s running time may depend on
which input of that size is given. For example, in INSERTION-SORT, the best

case occurs if the array is already sorted. For each j = 2,3,...,n, we then find
that A[i] < key in line 5 when i has its initial value of j — 1. Thus z; = 1 for
j =12,3,...,n, and the best-case running time is

T(n) = cin+can—1)+csn—1)+cs(m—1)4+cg(n—1)

= (cir+cy+cs+ces+cegn—(cy+cs+cs5s+cg).

We can express this running time as an + b for constants a and b that depend on
the statement costs ¢;; it is thus a linear function of n.

If the array is in reverse sorted order—that is, in decreasing order—the worst
case results. We must compare each element A[;] with each element in the entire
sorted subarray A[l..j —1],andsot; = j for j = 2,3,...,n. Noting that

This characteristic does not necessarily hold for a resource such as memory. A statement that
references m words of memory and is executed n times does not necessarily reference mn distinct
words of memory.
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Zj=n(n2+l)_1

j=2

and

S nn—1)
(-1 ="
2 >

(see Appendix A for a review of how to solve these summations), we find that in
the worst case, the running time of INSERTION-SORT is

T() = cin+can—1)+caln— 1)+ cs (@ ~ 1)

Ce (@) + ¢y (@) + Cg(l’l — 1)

c C C c C c
= (F+5+F)r+(atatats—F-F +a)n

—(C2+C4+C5+C8).

We can express this worst-case running time as an? + bn + ¢ for constants a, b,
and ¢ that again depend on the statement costs ¢;; it is thus a quadratic function
of n.

Typically, as in insertion sort, the running time of an algorithm is fixed for a
given input, although in later chapters we shall see some interesting “randomized”
algorithms whose behavior can vary even for a fixed input.

Worst-case and average-case analysis

In our analysis of insertion sort, we looked at both the best case, in which the input
array was already sorted, and the worst case, in which the input array was reverse
sorted. For the remainder of this book, though, we shall usually concentrate on
finding only the worst-case running time, that is, the longest running time for any
input of size n. We give three reasons for this orientation.

* The worst-case running time of an algorithm gives us an upper bound on the
running time for any input. Knowing it provides a guarantee that the algorithm
will never take any longer. We need not make some educated guess about the
running time and hope that it never gets much worse.

* For some algorithms, the worst case occurs fairly often. For example, in search-
ing a database for a particular piece of information, the searching algorithm’s
worst case will often occur when the information is not present in the database.
In some applications, searches for absent information may be frequent.
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* The “average case” is often roughly as bad as the worst case. Suppose that we
randomly choose n numbers and apply insertion sort. How long does it take to
determine where in subarray A[l..j — 1] to insert element A[;]? On average,
half the elements in A[1..j — 1] are less than A[], and half the elements are
greater. On average, therefore, we check half of the subarray A[l..j — 1], and
so ¢; is about j/2. The resulting average-case running time turns out to be a
quadratic function of the input size, just like the worst-case running time.

In some particular cases, we shall be interested in the average-case running time
of an algorithm; we shall see the technique of probabilistic analysis applied to
various algorithms throughout this book. The scope of average-case analysis is
limited, because it may not be apparent what constitutes an “average” input for
a particular problem. Often, we shall assume that all inputs of a given size are
equally likely. In practice, this assumption may be violated, but we can sometimes
use a randomized algorithm, which makes random choices, to allow a probabilistic
analysis and yield an expected running time. We explore randomized algorithms
more in Chapter 5 and in several other subsequent chapters.

Order of growth

We used some simplifying abstractions to ease our analysis of the INSERTION-
SORT procedure. First, we ignored the actual cost of each statement, using the
constants ¢; to represent these costs. Then, we observed that even these constants
give us more detail than we really need: we expressed the worst-case running time
as an? + bn + c for some constants a, b, and ¢ that depend on the statement
costs ¢;. We thus ignored not only the actual statement costs, but also the abstract
COSts ¢;.

We shall now make one more simplifying abstraction: it is the rate of growth,
or order of growth, of the running time that really interests us. We therefore con-
sider only the leading term of a formula (e.g., an?), since the lower-order terms are
relatively insignificant for large values of n. We also ignore the leading term’s con-
stant coefficient, since constant factors are less significant than the rate of growth
in determining computational efficiency for large inputs. For insertion sort, when
we ignore the lower-order terms and the leading term’s constant coefficient, we are
left with the factor of n? from the leading term. We write that insertion sort has a
worst-case running time of ®(n?) (pronounced “theta of n-squared”). We shall use
®-notation informally in this chapter, and we will define it precisely in Chapter 3.

We usually consider one algorithm to be more efficient than another if its worst-
case running time has a lower order of growth. Due to constant factors and lower-
order terms, an algorithm whose running time has a higher order of growth might
take less time for small inputs than an algorithm whose running time has a lower



2.3 Designing algorithms 29

order of growth. But for large enough inputs, a ®(n?) algorithm, for example, will
run more quickly in the worst case than a ®(n?) algorithm.

Exercises

2.2-1
Express the function 73 /1000 — 100n% — 1001 + 3 in terms of ®-notation.

2.2-2

Consider sorting n numbers stored in array A by first finding the smallest element
of A and exchanging it with the element in A[1]. Then find the second smallest
element of A, and exchange it with A[2]. Continue in this manner for the first n — 1
elements of A. Write pseudocode for this algorithm, which is known as selection
sort. What loop invariant does this algorithm maintain? Why does it need to run
for only the first n — 1 elements, rather than for all n elements? Give the best-case
and worst-case running times of selection sort in ®-notation.

2.2-3

Consider linear search again (see Exercise 2.1-3). How many elements of the in-
put sequence need to be checked on the average, assuming that the element being
searched for is equally likely to be any element in the array? How about in the
worst case? What are the average-case and worst-case running times of linear
search in ®-notation? Justify your answers.

2.24
How can we modify almost any algorithm to have a good best-case running time?

2.3 Designing algorithms

We can choose from a wide range of algorithm design techniques. For insertion
sort, we used an incremental approach: having sorted the subarray A[l..j — 1],
we inserted the single element A[j] into its proper place, yielding the sorted
subarray A[l .. j].

In this section, we examine an alternative design approach, known as “divide-
and-conquer,” which we shall explore in more detail in Chapter 4. We’ll use divide-
and-conquer to design a sorting algorithm whose worst-case running time is much
less than that of insertion sort. One advantage of divide-and-conquer algorithms is
that their running times are often easily determined using techniques that we will
see in Chapter 4.
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2.3.1 The divide-and-conquer approach

Many useful algorithms are recursive in structure: to solve a given problem, they
call themselves recursively one or more times to deal with closely related sub-
problems. These algorithms typically follow a divide-and-conquer approach: they
break the problem into several subproblems that are similar to the original prob-
lem but smaller in size, solve the subproblems recursively, and then combine these
solutions to create a solution to the original problem.

The divide-and-conquer paradigm involves three steps at each level of the recur-
sion:

Divide the problem into a number of subproblems that are smaller instances of the
same problem.

Conquer the subproblems by solving them recursively. If the subproblem sizes are
small enough, however, just solve the subproblems in a straightforward manner.

Combine the solutions to the subproblems into the solution for the original prob-
lem.

The merge sort algorithm closely follows the divide-and-conquer paradigm. In-
tuitively, it operates as follows.

Divide: Divide the n-clement sequence to be sorted into two subsequences of /2
elements each.

Conquer: Sort the two subsequences recursively using merge sort.

Combine: Merge the two sorted subsequences to produce the sorted answer.

The recursion “bottoms out” when the sequence to be sorted has length 1, in which
case there is no work to be done, since every sequence of length 1 is already in
sorted order.

The key operation of the merge sort algorithm is the merging of two sorted
sequences in the “combine” step. We merge by calling an auxiliary procedure
MERGE(A, p,q,r), where A is an array and p, g, and r are indices into the array
such that p < g < r. The procedure assumes that the subarrays A[p ..q] and
Alg + 1..r] are in sorted order. It merges them to form a single sorted subarray
that replaces the current subarray A[p..r].

Our MERGE procedure takes time ®(n), where n = r — p + 1 is the total
number of elements being merged, and it works as follows. Returning to our card-
playing motif, suppose we have two piles of cards face up on a table. Each pile is
sorted, with the smallest cards on top. We wish to merge the two piles into a single
sorted output pile, which is to be face down on the table. Our basic step consists
of choosing the smaller of the two cards on top of the face-up piles, removing it
from its pile (which exposes a new top card), and placing this card face down onto
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the output pile. We repeat this step until one input pile is empty, at which time
we just take the remaining input pile and place it face down onto the output pile.
Computationally, each basic step takes constant time, since we are comparing just
the two top cards. Since we perform at most n basic steps, merging takes ©(n)
time.

The following pseudocode implements the above idea, but with an additional
twist that avoids having to check whether either pile is empty in each basic step.
We place on the bottom of each pile a sentinel card, which contains a special value
that we use to simplify our code. Here, we use oo as the sentinel value, so that
whenever a card with oo is exposed, it cannot be the smaller card unless both piles
have their sentinel cards exposed. But once that happens, all the nonsentinel cards
have already been placed onto the output pile. Since we know in advance that
exactly r — p + 1 cards will be placed onto the output pile, we can stop once we
have performed that many basic steps.

MERGE(4, p.q,r)

2 np,=r—gq

3 letL[l..n;+ 1] and R[1..n, + 1] be new arrays
4 fori = 1ton,

5 Lli] = Alp+i—1]
6 forj = 1ton,

7 R[j] = Alg + j]

9 Rny+1] = o0

10 i=1

1 j=1

12 fork = ptor

13 if L[i] < R[/]

14 Alk] = LJi]

15 i=i+1

16 else A[k] = R[J]
17 j=Jj+1

In detail, the MERGE procedure works as follows. Line 1 computes the length 7,
of the subarray A[p..q], and line 2 computes the length n, of the subarray
Alg + 1..r]. We create arrays L and R (“left” and “right”), of lengths n; + 1
and n, + 1, respectively, in line 3; the extra position in each array will hold the
sentinel. The for loop of lines 4-5 copies the subarray A[p..q] into L[1..n,],
and the for loop of lines 6-7 copies the subarray A[g + 1..r] into R[1..n,].
Lines 8-9 put the sentinels at the ends of the arrays L and R. Lines 10-17, illus-
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Figure 2.3 The operation of lines 10-17 in the call MERGE(4, 9, 12, 16), when the subarray
A[9..16] contains the sequence (2, 4, 5,7, 1, 2, 3, 6). After copying and inserting sentinels, the
array L contains (2, 4,5, 7, 00), and the array R contains (1, 2, 3, 6, o). Lightly shaded positions
in A contain their final values, and lightly shaded positions in L and R contain values that have yet
to be copied back into A. Taken together, the lightly shaded positions always comprise the values
originally in A[9..16], along with the two sentinels. Heavily shaded positions in 4 contain values
that will be copied over, and heavily shaded positions in L and R contain values that have already
been copied back into A. (a)-(h) The arrays A, L, and R, and their respective indices k, i, and j
prior to each iteration of the loop of lines 12—-17.

trated in Figure 2.3, perform the r — p + 1 basic steps by maintaining the following
loop invariant:

At the start of each iteration of the for loop of lines 12—17, the subarray
A[p ..k — 1] contains the k — p smallest elements of L[1..n; + 1] and
R[1..n, + 1], in sorted order. Moreover, L[i] and R[] are the smallest
elements of their arrays that have not been copied back into A4.

We must show that this loop invariant holds prior to the first iteration of the for
loop of lines 12—17, that each iteration of the loop maintains the invariant, and
that the invariant provides a useful property to show correctness when the loop
terminates.

Initialization: Prior to the first iteration of the loop, we have k = p, so that the
subarray A[p ..k — 1] is empty. This empty subarray contains the k — p = 0
smallest elements of L and R, and since i = j = 1, both L[i] and R[] are the
smallest elements of their arrays that have not been copied back into A.
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Figure 2.3, continued (i) The arrays and indices at termination. At this point, the subarray in
A[9..16] is sorted, and the two sentinels in L and R are the only two elements in these arrays that
have not been copied into A.

Maintenance: To see that each iteration maintains the loop invariant, let us first

suppose that L[i] < R[j]. Then L[i] is the smallest element not yet copied
back into A. Because A[p ..k — 1] contains the kK — p smallest elements, after
line 14 copies L[i] into A[k], the subarray A[p ..k] will contain the k — p + 1
smallest elements. Incrementing & (in the for loop update) and i (in line 15)
reestablishes the loop invariant for the next iteration. If instead L[i] > R[]],
then lines 16—17 perform the appropriate action to maintain the loop invariant.

Termination: At termination, kK = r + 1. By the loop invariant, the subarray

A[p ..k — 1], which is A[p..r], contains the k — p = r — p + | smallest
elements of L[l..n; + 1] and R[1..n, + 1], in sorted order. The arrays L
and R together contain n; + n, +2 = r — p + 3 elements. All but the two
largest have been copied back into A4, and these two largest elements are the
sentinels.
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To see that the MERGE procedure runs in ®(n) time, where n =r — p + 1,
observe that each of lines 1-3 and 8-11 takes constant time, the for loops of
lines 4-7 take ®(n, + n,) = O(n) time,” and there are n iterations of the for
loop of lines 12—17, each of which takes constant time.

We can now use the MERGE procedure as a subroutine in the merge sort al-
gorithm. The procedure MERGE-SORT(A, p, r) sorts the elements in the subar-
ray A[p..r]. If p > r, the subarray has at most one element and is therefore
already sorted. Otherwise, the divide step simply computes an index ¢ that par-
titions A[p..r] into two subarrays: A[p..q], containing [n/2] elements, and
Alg + 1..r], containing |n/2] elements.?

MERGE-SORT(4, p,r)

1 ifp<r

2 q = [(p+r)/2]

3 MERGE-SORT(A4, p,q)

4 MERGE-SORT(A,q + 1,7)
5 MERGE(A, p,q,1)

To sort the entire sequence A = (A[l], A[2], ..., A[n]), we make the initial call
MERGE-SORT(A, 1, A.length), where once again A.length = n. Figure 2.4 il-
lustrates the operation of the procedure bottom-up when 7n is a power of 2. The
algorithm consists of merging pairs of 1-item sequences to form sorted sequences
of length 2, merging pairs of sequences of length 2 to form sorted sequences of
length 4, and so on, until two sequences of length 7 /2 are merged to form the final
sorted sequence of length 7.

2.3.2 Analyzing divide-and-conquer algorithms

When an algorithm contains a recursive call to itself, we can often describe its
running time by a recurrence equation or recurrence, which describes the overall
running time on a problem of size n in terms of the running time on smaller inputs.
We can then use mathematical tools to solve the recurrence and provide bounds on
the performance of the algorithm.

7We shall see in Chapter 3 how to formally interpret equations containing ®-notation.

8The expression [x] denotes the least integer greater than or equal to x, and | x | denotes the greatest
integer less than or equal to x. These notations are defined in Chapter 3. The easiest way to verify
that setting ¢ to | (p + r)/2] yields subarrays A[p..q] and A[g + 1..r] of sizes [n/2] and |n/2],
respectively, is to examine the four cases that arise depending on whether each of p and r is odd or
even.
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Figure 2.4 The operation of merge sort on the array A = (5,2,4,7, 1,3, 2, 6). The lengths of the
sorted sequences being merged increase as the algorithm progresses from bottom to top.

A recurrence for the running time of a divide-and-conquer algorithm falls out
from the three steps of the basic paradigm. As before, we let 7'(n) be the running
time on a problem of size n. If the problem size is small enough, say n < ¢
for some constant ¢, the straightforward solution takes constant time, which we
write as ®(1). Suppose that our division of the problem yields a subproblems,
each of which is 1/b the size of the original. (For merge sort, both @ and b are 2,
but we shall see many divide-and-conquer algorithms in which a # b.) It takes
time 7' (n/b) to solve one subproblem of size n/b, and so it takes time a7 (n/b)
to solve a of them. If we take D(n) time to divide the problem into subproblems
and C(n) time to combine the solutions to the subproblems into the solution to the
original problem, we get the recurrence

e() ifn <c,

T'(n) = aT(n/b) + D(n) + C(n) otherwise .

In Chapter 4, we shall see how to solve common recurrences of this form.

Analysis of merge sort

Although the pseudocode for MERGE-SORT works correctly when the number of
elements is not even, our recurrence-based analysis is simplified if we assume that
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the original problem size is a power of 2. Each divide step then yields two subse-
quences of size exactly n/2. In Chapter 4, we shall see that this assumption does
not affect the order of growth of the solution to the recurrence.

We reason as follows to set up the recurrence for 7'(n), the worst-case running
time of merge sort on n numbers. Merge sort on just one element takes constant
time. When we have n > 1 elements, we break down the running time as follows.

Divide: The divide step just computes the middle of the subarray, which takes
constant time. Thus, D(n) = ©(1).

Conquer: We recursively solve two subproblems, each of size n/2, which con-
tributes 27'(n/2) to the running time.

Combine: We have already noted that the MERGE procedure on an n-element
subarray takes time ®(n), and so C(n) = O(n).

When we add the functions D(n) and C(n) for the merge sort analysis, we are
adding a function that is ®(n) and a function that is ®(1). This sum is a linear
function of n, that is, ®(n). Adding it to the 27°(n/2) term from the “conquer”
step gives the recurrence for the worst-case running time 7'(n) of merge sort:

O(1 ifn=1,
T(n) = (1) ] (2.1)
2T (n/2) +O®m) ifn>1.
In Chapter 4, we shall see the “master theorem,” which we can use to show
that 7'(n) is ®(nlgn), where 1gn stands for log, n. Because the logarithm func-
tion grows more slowly than any linear function, for large enough inputs, merge
sort, with its ®(n1gn) running time, outperforms insertion sort, whose running
time is ®(n?), in the worst case.
We do not need the master theorem to intuitively understand why the solution to
the recurrence (2.1) is T'(n) = ®(nlgn). Let us rewrite recurrence (2.1) as
c ifn=1,
T(n) = . 22)
2T (n/2) +cn ifn>1,
where the constant ¢ represents the time required to solve problems of size 1 as
well as the time per array element of the divide and combine steps.’

91t is unlikely that the same constant exactly represents both the time to solve problems of size 1
and the time per array element of the divide and combine steps. We can get around this problem by
letting ¢ be the larger of these times and understanding that our recurrence gives an upper bound on
the running time, or by letting ¢ be the lesser of these times and understanding that our recurrence
gives a lower bound on the running time. Both bounds are on the order of n Ig n and, taken together,
give a ®(n Ign) running time.
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Figure 2.5 shows how we can solve recurrence (2.2). For convenience, we as-
sume that n is an exact power of 2. Part (a) of the figure shows 7'(n), which we
expand in part (b) into an equivalent tree representing the recurrence. The cn term
is the root (the cost incurred at the top level of recursion), and the two subtrees of
the root are the two smaller recurrences 7'(n/2). Part (¢) shows this process carried
one step further by expanding 7'(n/2). The cost incurred at each of the two sub-
nodes at the second level of recursion is cn/2. We continue expanding each node
in the tree by breaking it into its constituent parts as determined by the recurrence,
until the problem sizes get down to 1, each with a cost of ¢. Part (d) shows the
resulting recursion tree.

Next, we add the costs across each level of the tree. The top level has total
cost cn, the next level down has total cost ¢c(n/2) + ¢(n/2) = cn, the level after
that has total cost c(n/4)+c(n/4)+c(n/4)+c(n/4) = cn, and so on. In general,
the level i below the top has 2’ nodes, each contributing a cost of ¢(n/2"), so that
the ith level below the top has total cost 2/ ¢(n/2") = cn. The bottom level has n
nodes, each contributing a cost of ¢, for a total cost of cn.

The total number of levels of the recursion tree in Figure 2.5 is Ign + 1, where
n is the number of leaves, corresponding to the input size. An informal inductive
argument justifies this claim. The base case occurs when n = 1, in which case the
tree has only one level. Since Ig1 = 0, we have that lgn + 1 gives the correct
number of levels. Now assume as an inductive hypothesis that the number of levels
of a recursion tree with 2! leaves is lg 2 +1 =i 4+ 1 (since for any value of i,
we have that 1g2° = i). Because we are assuming that the input size is a power
of 2, the next input size to consider is 2'T!. A tree with n = 2! leaves has
one more level than a tree with 2/ leaves, and so the total number of levels is
G+ +1=1g2' "t +1.

To compute the total cost represented by the recurrence (2.2), we simply add up
the costs of all the levels. The recursion tree has Ign + 1 levels, each costing cn,
for a total cost of cn(lgn + 1) = cnlgn + cn. Ignoring the low-order term and
the constant ¢ gives the desired result of ®(nlgn).

Exercises

2.3-1
Using Figure 2.4 as a model, illustrate the operation of merge sort on the array
A = (3,41,52,26,38,57,9,49).

2.3-2

Rewrite the MERGE procedure so that it does not use sentinels, instead stopping
once either array L or R has had all its elements copied back to A and then copying
the remainder of the other array back into A.
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T(n) cn cn
T(n/2) T(n/2) cnl2 cn/2
T(n/4) T(n/4) T(n/4) T(n/4)
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R/—/
n
) Total: cnlgn + cn
Figure 2.5 How to construct a recursion tree for the recurrence 7'(n) = 2T (n/2) + cn.

Part (a) shows 7'(n), which progressively expands in (b)—(d) to form the recursion tree. The fully
expanded tree in part (d) has lgn + 1 levels (i.e., it has height Ign, as indicated), and each level
contributes a total cost of c¢n. The total cost, therefore, is cn lgn + cn, which is ®(nlgn).
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2.3-3
Use mathematical induction to show that when 7 is an exact power of 2, the solu-
tion of the recurrence

2 ifn =2,

T(n) =
) 2T(n/2) +n ifn =2% fork > 1

is T(n) =nlgn.

2.3-4

We can express insertion sort as a recursive procedure as follows. In order to sort
A[l..n], we recursively sort A[1..n — 1] and then insert A[n] into the sorted array
A[l..n — 1]. Write a recurrence for the running time of this recursive version of
insertion sort.

2.3-5

Referring back to the searching problem (see Exercise 2.1-3), observe that if the
sequence A is sorted, we can check the midpoint of the sequence against v and
eliminate half of the sequence from further consideration. The binary search al-
gorithm repeats this procedure, halving the size of the remaining portion of the
sequence each time. Write pseudocode, either iterative or recursive, for binary
search. Argue that the worst-case running time of binary search is ®@(Ign).

2.3-6

Observe that the while loop of lines 5-7 of the INSERTION-SORT procedure in
Section 2.1 uses a linear search to scan (backward) through the sorted subarray
A[l..j — 1]. Can we use a binary search (see Exercise 2.3-5) instead to improve
the overall worst-case running time of insertion sort to ®(n 1gn)?

2.3-7 %
Describe a ©(n Ign)-time algorithm that, given a set S of n integers and another
integer x, determines whether or not there exist two elements in .S whose sum is
exactly x.

Problems

2-1 Insertion sort on small arrays in merge sort

Although merge sort runs in ®(nlgn) worst-case time and insertion sort runs
in ®(n?) worst-case time, the constant factors in insertion sort can make it faster
in practice for small problem sizes on many machines. Thus, it makes sense to
coarsen the leaves of the recursion by using insertion sort within merge sort when
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subproblems become sufficiently small. Consider a modification to merge sort in
which n/k sublists of length k are sorted using insertion sort and then merged
using the standard merging mechanism, where k is a value to be determined.

a. Show that insertion sort can sort the n/k sublists, each of length k, in ®(nk)
worst-case time.

b. Show how to merge the sublists in ®(n 1g(n/k)) worst-case time.

¢. Given that the modified algorithm runs in ®(nk + nlg(n/k)) worst-case time,
what is the largest value of k as a function of n for which the modified algorithm
has the same running time as standard merge sort, in terms of ®-notation?

d. How should we choose k in practice?

2-2  Correctness of bubblesort
Bubblesort is a popular, but inefficient, sorting algorithm. It works by repeatedly
swapping adjacent elements that are out of order.

BUBBLESORT(A)

1 fori = 1to A.length— 1

2 for j = A.length downtoi + 1

3 if A[j] < A[j — 1]

4 exchange A[j] with A[j — 1]

a. Let A" denote the output of BUBBLESORT(A). To prove that BUBBLESORT is
correct, we need to prove that it terminates and that

AN <A <--- < An], (2.3)

where n = A.length. In order to show that BUBBLESORT actually sorts, what
else do we need to prove?

The next two parts will prove inequality (2.3).

b. State precisely a loop invariant for the for loop in lines 2—4, and prove that this
loop invariant holds. Your proof should use the structure of the loop invariant
proof presented in this chapter.

¢. Using the termination condition of the loop invariant proved in part (b), state
a loop invariant for the for loop in lines 14 that will allow you to prove in-
equality (2.3). Your proof should use the structure of the loop invariant proof
presented in this chapter.
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Divide-and-Conquer

In Section 2.3.1, we saw how merge sort serves as an example of the divide-and-
conquer paradigm. Recall that in divide-and-conquer, we solve a problem recur-
sively, applying three steps at each level of the recursion:

Divide the problem into a number of subproblems that are smaller instances of the
same problem.

Conquer the subproblems by solving them recursively. If the subproblem sizes are
small enough, however, just solve the subproblems in a straightforward manner.

Combine the solutions to the subproblems into the solution for the original prob-
lem.

When the subproblems are large enough to solve recursively, we call that the recur-
sive case. Once the subproblems become small enough that we no longer recurse,
we say that the recursion “bottoms out” and that we have gotten down to the base
case. Sometimes, in addition to subproblems that are smaller instances of the same
problem, we have to solve subproblems that are not quite the same as the original
problem. We consider solving such subproblems as part of the combine step.

In this chapter, we shall see more algorithms based on divide-and-conquer. The
first one solves the maximum-subarray problem: it takes as input an array of num-
bers, and it determines the contiguous subarray whose values have the greatest sum.
Then we shall see two divide-and-conquer algorithms for multiplying n X n matri-
ces. One runs in ©(n?) time, which is no better than the straightforward method of
multiplying square matrices. But the other, Strassen’s algorithm, runs in O(n*3")
time, which beats the straightforward method asymptotically.

Recurrences

Recurrences go hand in hand with the divide-and-conquer paradigm, because they
give us a natural way to characterize the running times of divide-and-conquer algo-
rithms. A recurrence is an equation or inequality that describes a function in terms
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of its value on smaller inputs. For example, in Section 2.3.2 we described the
worst-case running time 7'(n) of the MERGE-SORT procedure by the recurrence

e ifn=1,
L) = 0 y2) + ©@) itn>1. @D

whose solution we claimed to be 7'(n) = ®(nlgn).

Recurrences can take many forms. For example, a recursive algorithm might
divide subproblems into unequal sizes, such as a 2 /3-to-1/3 split. If the divide and
combine steps take linear time, such an algorithm would give rise to the recurrence
T(n)=T2n/3)+ T(n/3) + O(n).

Subproblems are not necessarily constrained to being a constant fraction of
the original problem size. For example, a recursive version of linear search
(see Exercise 2.1-3) would create just one subproblem containing only one el-
ement fewer than the original problem. Each recursive call would take con-
stant time plus the time for the recursive calls it makes, yielding the recurrence
Tn)=Th—-1)+ 6(1).

This chapter offers three methods for solving recurrences —that is, for obtaining
asymptotic “®” or “O” bounds on the solution:

e In the substitution method, we guess a bound and then use mathematical in-
duction to prove our guess correct.

e The recursion-tree method converts the recurrence into a tree whose nodes
represent the costs incurred at various levels of the recursion. We use techniques
for bounding summations to solve the recurrence.

* The master method provides bounds for recurrences of the form
T(n)=aT(n/b) + f(n), 4.2)

where ¢ > 1, b > 1, and f(n) is a given function. Such recurrences arise
frequently. A recurrence of the form in equation (4.2) characterizes a divide-
and-conquer algorithm that creates a subproblems, each of which is 1/b the
size of the original problem, and in which the divide and combine steps together
take f(n) time.

To use the master method, you will need to memorize three cases, but once
you do that, you will easily be able to determine asymptotic bounds for many
simple recurrences. We will use the master method to determine the running
times of the divide-and-conquer algorithms for the maximum-subarray problem
and for matrix multiplication, as well as for other algorithms based on divide-
and-conquer elsewhere in this book.
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Occasionally, we shall see recurrences that are not equalities but rather inequal-
ities, such as T(n) < 2T (n/2) + ©(n). Because such a recurrence states only
an upper bound on 7'(n), we will couch its solution using O-notation rather than
O-notation. Similarly, if the inequality were reversed to T'(n) > 2T (n/2) + ®(n),
then because the recurrence gives only a lower bound on 7'(n), we would use
Q2-notation in its solution.

Technicalities in recurrences

In practice, we neglect certain technical details when we state and solve recur-
rences. For example, if we call MERGE-SORT on n elements when n is odd, we
end up with subproblems of size |n/2] and [n/2]. Neither size is actually n/2,
because 7/2 is not an integer when 7 is odd. Technically, the recurrence describing
the worst-case running time of MERGE-SORT is really

T(n) = O() ifn=1, 4.3)
I T (/2] + T(n/2)) + O() ifn > 1. ‘

Boundary conditions represent another class of details that we typically ignore.
Since the running time of an algorithm on a constant-sized input is a constant,
the recurrences that arise from the running times of algorithms generally have
T(n) = ©(1) for sufficiently small n. Consequently, for convenience, we shall
generally omit statements of the boundary conditions of recurrences and assume
that 7'(n) is constant for small n. For example, we normally state recurrence (4.1)
as

T(n)=2Tn/2)+0O0n), 4.4)

without explicitly giving values for small n. The reason is that although changing
the value of 7'(1) changes the exact solution to the recurrence, the solution typi-
cally doesn’t change by more than a constant factor, and so the order of growth is
unchanged.

When we state and solve recurrences, we often omit floors, ceilings, and bound-
ary conditions. We forge ahead without these details and later determine whether
or not they matter. They usually do not, but you should know when they do. Ex-
perience helps, and so do some theorems stating that these details do not affect the
asymptotic bounds of many recurrences characterizing divide-and-conquer algo-
rithms (see Theorem 4.1). In this chapter, however, we shall address some of these
details and illustrate the fine points of recurrence solution methods.
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4.1 The maximum-subarray problem

Suppose that you been offered the opportunity to invest in the Volatile Chemical
Corporation. Like the chemicals the company produces, the stock price of the
Volatile Chemical Corporation is rather volatile. You are allowed to buy one unit
of stock only one time and then sell it at a later date, buying and selling after the
close of trading for the day. To compensate for this restriction, you are allowed to
learn what the price of the stock will be in the future. Your goal is to maximize
your profit. Figure 4.1 shows the price of the stock over a 17-day period. You
may buy the stock at any one time, starting after day O, when the price is $100
per share. Of course, you would want to “buy low, sell high”—buy at the lowest
possible price and later on sell at the highest possible price—to maximize your
profit. Unfortunately, you might not be able to buy at the lowest price and then sell
at the highest price within a given period. In Figure 4.1, the lowest price occurs
after day 7, which occurs after the highest price, after day 1.

You might think that you can always maximize profit by either buying at the
lowest price or selling at the highest price. For example, in Figure 4.1, we would
maximize profit by buying at the lowest price, after day 7. If this strategy always
worked, then it would be easy to determine how to maximize profit: find the highest
and lowest prices, and then work left from the highest price to find the lowest prior
price, work right from the lowest price to find the highest later price, and take
the pair with the greater difference. Figure 4.2 shows a simple counterexample,

1(1)2 //\\ /T .~ ST~
% N/ \ ) N o~ —

0 v A\ / A4
N\ /
70 \V4
60 - T T T T T T T T T T T T T T T T
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Day | 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Price 100 113 110 85 105 102 8 63 81 101 94 106 101 79 94 90 97
Change 3 -3 =25 20 -3 —-16 =23 18 20 -7 12 -5 =22 15 —4 7

Figure4.1 Information about the price of stock in the Volatile Chemical Corporation after the close
of trading over a period of 17 days. The horizontal axis of the chart indicates the day, and the vertical
axis shows the price. The bottom row of the table gives the change in price from the previous day.
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ANEVAN
\ / \ Day | 0 1 2 3 4

Price 10 11 7 10 6

9
8
7 \/ \ Change 1 —4 3 —4
6 \
4

Figure 4.2 An example showing that the maximum profit does not always start at the lowest price
or end at the highest price. Again, the horizontal axis indicates the day, and the vertical axis shows
the price. Here, the maximum profit of $3 per share would be earned by buying after day 2 and
selling after day 3. The price of $7 after day 2 is not the lowest price overall, and the price of $10
after day 3 is not the highest price overall.

demonstrating that the maximum profit sometimes comes neither by buying at the
lowest price nor by selling at the highest price.

A brute-force solution

We can easily devise a brute-force solution to this problem: just try every possible
pair of buy and sell dates in which the buy date precedes the sell date. A period of n
days has (g) such pairs of dates. Since (g) is ©(n?), and the best we can hope for
is to evaluate each pair of dates in constant time, this approach would take 2(n?)
time. Can we do better?

A transformation

In order to design an algorithm with an o(n?) running time, we will look at the
input in a slightly different way. We want to find a sequence of days over which
the net change from the first day to the last is maximum. Instead of looking at the
daily prices, let us instead consider the daily change in price, where the change on
day i is the difference between the prices after day i — 1 and after day i. The table
in Figure 4.1 shows these daily changes in the bottom row. If we treat this row as
an array A, shown in Figure 4.3, we now want to find the nonempty, contiguous
subarray of A whose values have the largest sum. We call this contiguous subarray
the maximum subarray. For example, in the array of Figure 4.3, the maximum
subarray of A[l..16]is A[8..11], with the sum 43. Thus, you would want to buy
the stock just before day 8 (that is, after day 7) and sell it after day 11, earning a
profit of $43 per share.

At first glance, this transformation does not help. We still need to check

(" ;1) = ©O(n?) subarrays for a period of n days. Exercise 4.1-2 asks you to show
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
A ] 13 | 3 |—25| 20 | 3 |—16|—23| 18 | 20 |-7 | 12 | -5 |-22| 15 |4| 7 \
—

maximum subarray

Figure 4.3 The change in stock prices as a maximum-subarray problem. Here, the subar-
ray A[8.. 11], with sum 43, has the greatest sum of any contiguous subarray of array A.

that although computing the cost of one subarray might take time proportional to
the length of the subarray, when computing all ®(n?) subarray sums, we can orga-
nize the computation so that each subarray sum takes O(1) time, given the values
of previously computed subarray sums, so that the brute-force solution takes O (n?)
time.

So let us seek a more efficient solution to the maximum-subarray problem.
When doing so, we will usually speak of “a” maximum subarray rather than “the”
maximum subarray, since there could be more than one subarray that achieves the
maximum sum.

The maximum-subarray problem is interesting only when the array contains
some negative numbers. If all the array entries were nonnegative, then the
maximum-subarray problem would present no challenge, since the entire array
would give the greatest sum.

A solution using divide-and-conquer

Let’s think about how we might solve the maximum-subarray problem using
the divide-and-conquer technique. Suppose we want to find a maximum subar-
ray of the subarray A[low..high]. Divide-and-conquer suggests that we divide
the subarray into two subarrays of as equal size as possible. That is, we find
the midpoint, say mid, of the subarray, and consider the subarrays A[low .. mid)]
and A[mid + 1.. high]. As Figure 4.4(a) shows, any contiguous subarray A[i .. j]
of A[low .. high] must lie in exactly one of the following places:

* entirely in the subarray A[low ..mid], so that low <i < j < mid,
* entirely in the subarray A[mid + 1. . high], so that mid <i < j < high, or
¢ crossing the midpoint, so that low <i < mid < j < high.

Therefore, a maximum subarray of A[low .. high] must lie in exactly one of these
places. In fact, a maximum subarray of A[low..high] must have the greatest
sum over all subarrays entirely in A[low ..mid], entirely in A[mid + 1..high],
or crossing the midpoint. We can find maximum subarrays of A[low ..mid] and
A[mid+1 .. high] recursively, because these two subproblems are smaller instances
of the problem of finding a maximum subarray. Thus, all that is left to do is find a
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crosses the midpoint

Pttt Almid +1.. j]
low mid_ high low i mid_/—/R high
LTty L[ s | | |
~— —  mid+1 ~—— — S~ mid +1
entirely in A[low ..mid]  entirely in A[mid + 1 .. high] Ali .. mid]

(@) (b)

Figure 4.4 (a) Possible locations of subarrays of A[low .. high]: entirely in A[low ..mid], entirely
in A[mid + 1..high], or crossing the midpoint mid. (b) Any subarray of A[low ..high] crossing
the midpoint comprises two subarrays A[i ..mid] and A[mid + 1.. j], where low < i < mid and
mid < j < high.

maximum subarray that crosses the midpoint, and take a subarray with the largest
sum of the three.

We can easily find a maximum subarray crossing the midpoint in time linear
in the size of the subarray A[low .. high]. This problem is notr a smaller instance
of our original problem, because it has the added restriction that the subarray it
chooses must cross the midpoint. As Figure 4.4(b) shows, any subarray crossing
the midpoint is itself made of two subarrays A[i ..mid] and A[mid + 1.. j], where
low < i < mid and mid < j < high. Therefore, we just need to find maximum
subarrays of the form A[i ..mid] and A[mid + 1.. j] and then combine them. The
procedure FIND-MAX-CROSSING-SUBARRAY takes as input the array A and the
indices low, mid, and high, and it returns a tuple containing the indices demarcating
a maximum subarray that crosses the midpoint, along with the sum of the values in
a maximum subarray.

FIND-MAX-CROSSING-SUBARRAY (4, low, mid, high)

1 left-sum = —o0

2 sum =0

3 fori = mid downto low
4 sum = sum + Ali]

5 if sum > left-sum

6 left-sum = sum
7 max-left = i

8 right-sum = —o0

9 sum =0
10 for j = mid + 1 to high
11 sum = sum + A[J]
12 if sum > right-sum
13 right-sum = sum
14 max-right = j
15 return (max-left, max-right, left-sum + right-sum)
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This procedure works as follows. Lines 1-7 find a maximum subarray of the
left half, A[low..mid]. Since this subarray must contain A[mid], the for loop of
lines 3—7 starts the index i at mid and works down to low, so that every subarray
it considers is of the form A[i ..mid]. Lines 1-2 initialize the variables left-sum,
which holds the greatest sum found so far, and sum, holding the sum of the entries
in A[i ..mid]. Whenever we find, in line 5, a subarray A[i ..mid] with a sum of
values greater than left-sum, we update left-sum to this subarray’s sum in line 6, and
in line 7 we update the variable max-left to record this index i. Lines 8—14 work
analogously for the right half, A[mid + 1. . high]. Here, the for loop of lines 10-14
starts the index j at mid+1 and works up to high, so that every subarray it considers
is of the form A[mid + 1..j]. Finally, line 15 returns the indices max-left and
max-right that demarcate a maximum subarray crossing the midpoint, along with
the sum left-sum + right-sum of the values in the subarray A[max-left . . max-right].

If the subarray A[low .. high] contains n entries (so that n = high — low + 1),
we claim that the call FIND-MAX-CROSSING-SUBARRAY (A, low, mid, high)
takes ®(n) time. Since each iteration of each of the two for loops takes ®(1)
time, we just need to count up how many iterations there are altogether. The for
loop of lines 3—7 makes mid — low + 1 iterations, and the for loop of lines 10-14
makes high — mid iterations, and so the total number of iterations is

(mid — low + 1) + (high — mid) = high — low + 1
n.

With a linear-time FIND-MAX-CROSSING-SUBARRAY procedure in hand, we
can write pseudocode for a divide-and-conquer algorithm to solve the maximum-
subarray problem:

FIND-MAXIMUM-SUBARRAY (4, low, high)

1 if high == low
2 return (low, high, A[low]) // base case: only one element
3 else mid = |(low + high)/2]
4 (left-low, left-high, left-sum) =
FIND-MAXIMUM-SUBARRAY (4, low, mid)

5 (right-low, right-high, right-sum) =
FIND-MAXIMUM-SUBARRAY (A, mid + 1, high)
6 (cross-low, cross-high, cross-sum) =

FIND-MAX-CROSSING-SUBARRAY (4, low, mid, high)
if left-sum > right-sum and left-sum > cross-sum
return (left-low, left-high, left-sum)
elseif right-sum > left-sum and right-sum > cross-sum
return (right-low, right-high, right-sum)
else return (cross-low, cross-high, cross-sunt)

—
—_ O O 0
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The initial call FIND-MAXIMUM-SUBARRAY (A4, 1, A.length) will find a maxi-
mum subarray of A[l..n].

Similar to FIND-MAX-CROSSING-SUBARRAY, the recursive procedure FIND-
MAXIMUM-SUBARRAY returns a tuple containing the indices that demarcate a
maximum subarray, along with the sum of the values in a maximum subarray.
Line 1 tests for the base case, where the subarray has just one element. A subar-
ray with just one element has only one subarray —itself —and so line 2 returns a
tuple with the starting and ending indices of just the one element, along with its
value. Lines 3—11 handle the recursive case. Line 3 does the divide part, comput-
ing the index mid of the midpoint. Let’s refer to the subarray A[low ..mid] as the
left subarray and to A[mid + 1..high] as the right subarray. Because we know
that the subarray A[low .. high] contains at least two elements, each of the left and
right subarrays must have at least one element. Lines 4 and 5 conquer by recur-
sively finding maximum subarrays within the left and right subarrays, respectively.
Lines 611 form the combine part. Line 6 finds a maximum subarray that crosses
the midpoint. (Recall that because line 6 solves a subproblem that is not a smaller
instance of the original problem, we consider it to be in the combine part.) Line 7
tests whether the left subarray contains a subarray with the maximum sum, and
line 8 returns that maximum subarray. Otherwise, line 9 tests whether the right
subarray contains a subarray with the maximum sum, and line 10 returns that max-
imum subarray. If neither the left nor right subarrays contain a subarray achieving
the maximum sum, then a maximum subarray must cross the midpoint, and line 11
returns it.

Analyzing the divide-and-conquer algorithm

Next we set up a recurrence that describes the running time of the recursive FIND-
MAXIMUM-SUBARRAY procedure. As we did when we analyzed merge sort in
Section 2.3.2, we make the simplifying assumption that the original problem size
is a power of 2, so that all subproblem sizes are integers. We denote by 7'(n) the
running time of FIND-MAXIMUM-SUBARRAY on a subarray of n elements. For
starters, line 1 takes constant time. The base case, when n = 1, is easy: line 2
takes constant time, and so

T(1) =0(1). (4.5)

The recursive case occurs when n > 1. Lines 1 and 3 take constant time. Each
of the subproblems solved in lines 4 and 5 is on a subarray of n/2 elements (our
assumption that the original problem size is a power of 2 ensures that /2 is an
integer), and so we spend 7' (n/2) time solving each of them. Because we have
to solve two subproblems—for the left subarray and for the right subarray —the
contribution to the running time from lines 4 and 5 comes to 27'(n/2). As we have
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already seen, the call to FIND-MAX-CROSSING-SUBARRAY in line 6 takes ®(7)
time. Lines 7-11 take only ®(1) time. For the recursive case, therefore, we have

T(n) = O(1)+2T[n/2) + O(n) + O(1)
= 2T(n/2) + O(n). (4.6)

Combining equations (4.5) and (4.6) gives us a recurrence for the running
time 7'(n) of FIND-MAXIMUM-SUBARRAY:

e ifn=1,
| 2T(n/2) + O@m) ifn>1.

This recurrence is the same as recurrence (4.1) for merge sort. As we shall
see from the master method in Section 4.5, this recurrence has the solution
T(n) = ®(nlgn). You might also revisit the recursion tree in Figure 2.5 to un-
derstand why the solution should be 7'(n) = O(nlgn).

Thus, we see that the divide-and-conquer method yields an algorithm that is
asymptotically faster than the brute-force method. With merge sort and now the
maximum-subarray problem, we begin to get an idea of how powerful the divide-
and-conquer method can be. Sometimes it will yield the asymptotically fastest
algorithm for a problem, and other times we can do even better. As Exercise 4.1-5
shows, there is in fact a linear-time algorithm for the maximum-subarray problem,
and it does not use divide-and-conquer.

T(n) (4.7)

Exercises

4.1-1
What does FIND-MAXIMUM-SUBARRAY return when all elements of A are nega-
tive?

4.1-2
Write pseudocode for the brute-force method of solving the maximum-subarray
problem. Your procedure should run in ©(n?) time.

4.1-3

Implement both the brute-force and recursive algorithms for the maximum-
subarray problem on your own computer. What problem size n, gives the crossover
point at which the recursive algorithm beats the brute-force algorithm? Then,
change the base case of the recursive algorithm to use the brute-force algorithm
whenever the problem size is less than 4. Does that change the crossover point?

4.1-4
Suppose we change the definition of the maximum-subarray problem to allow the
result to be an empty subarray, where the sum of the values of an empty subar-



4.2 Strassen’s algorithm for matrix multiplication 75

ray is 0. How would you change any of the algorithms that do not allow empty
subarrays to permit an empty subarray to be the result?

4.1-5

Use the following ideas to develop a nonrecursive, linear-time algorithm for the
maximum-subarray problem. Start at the left end of the array, and progress toward
the right, keeping track of the maximum subarray seen so far. Knowing a maximum
subarray of A[1.. j], extend the answer to find a maximum subarray ending at in-
dex j 41 by using the following observation: a maximum subarray of A[1..j + 1]
is either a maximum subarray of A[l.. j] or a subarray A[i..j + 1], for some
1 <i < j + 1. Determine a maximum subarray of the form A[i .. + 1] in
constant time based on knowing a maximum subarray ending at index j .

4.2 Strassen’s algorithm for matrix multiplication

If you have seen matrices before, then you probably know how to multiply them.
(Otherwise, you should read Section D.1 in Appendix D.) If A = (a;;) and
B = (b;;) are square n x n matrices, then in the product C = A - B, we define the
entry ¢;;, fori, j =1,2,...,n,by

Cij = Za,'k . bkj . (48)
k=1

We must compute 72 matrix entries, and each is the sum of n values. The following
procedure takes n x n matrices A and B and multiplies them, returning their n x n
product C. We assume that each matrix has an attribute rows, giving the number
of rows in the matrix.

SQUARE-MATRIX-MULTIPLY (A, B)

1 n = A.rows

2 let C be anew n X n matrix

3 fori =1ton

4 for j = 1ton

5 Cij = 0

6 fork = 1ton

7 Cij = Cij + ajk 'bkj
8 return C

The SQUARE-MATRIX-MULTIPLY procedure works as follows. The for loop
of lines 3—7 computes the entries of each row i, and within a given row i, the
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for loop of lines 4-7 computes each of the entries c;;, for each column j. Line 5
initializes ¢;; to 0 as we start computing the sum given in equation (4.8), and each
iteration of the for loop of lines 6—7 adds in one more term of equation (4.8).

Because each of the triply-nested for loops runs exactly n iterations, and each
execution of line 7 takes constant time, the SQUARE-MATRIX-MULTIPLY proce-
dure takes ©(n?) time.

You might at first think that any matrix multiplication algorithm must take Q(n?)
time, since the natural definition of matrix multiplication requires that many mul-
tiplications. You would be incorrect, however: we have a way to multiply matrices
in o(n?) time. In this section, we shall see Strassen’s remarkable recursive algo-
rithm for multiplying n x n matrices. It runs in ®(n'¢”7) time, which we shall show
in Section 4.5. Since 1g 7 lies between 2.80 and 2.81, Strassen’s algorithm runs in
O(n?®') time, which is asymptotically better than the simple SQUARE-MATRIX-
MULTIPLY procedure.

A simple divide-and-conquer algorithm

To keep things simple, when we use a divide-and-conquer algorithm to compute
the matrix product C = A - B, we assume that 7 is an exact power of 2 in each of
the n x n matrices. We make this assumption because in each divide step, we will
divide n x n matrices into four n/2 x n/2 matrices, and by assuming that 7 is an
exact power of 2, we are guaranteed that as long as n > 2, the dimension 7/2 is an

integer.
Suppose that we partition each of A, B, and C into four n/2 x n/2 matrices
An A B Bia Cn Cia
A= , B= , C= , 4.9
( Az Az B>1 By Cy Cx “9)
so that we rewrite the equation C = A - B as
Cn Cia An A Bi1 Bz
= . ) 4.10
( Cy Cx Az A Bsi By (4-10)
Equation (4.10) corresponds to the four equations
Cu = An-Bu+ A By, (4.11)
C = An-Bun+Apn-Bxn, (4.12)
Co1 = Az By + Axn- By, (4.13)
Cp = Ay -Bip+ Az By . (4.14)

Each of these four equations specifies two multiplications of 7/2 x n/2 matrices
and the addition of their n/2 x n/2 products. We can use these equations to create
a straightforward, recursive, divide-and-conquer algorithm:
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SQUARE-MATRIX-MULTIPLY-RECURSIVE (A, B)

1 n = A.rows
2 let C be anew n X n matrix
3 ifn==
4 el = an bn
5 else partition A, B, and C as in equations (4.9)
6 Ci1 = SQUARE-MATRIX-MULTIPLY-RECURSIVE (A, B11)
+ SQUARE-MATRIX-MULTIPLY-RECURSIVE (A5, By;)
7 Ci» = SQUARE-MATRIX-MULTIPLY-RECURSIVE (A, B1»)
4+ SQUARE-MATRIX-MULTIPLY-RECURSIVE (A5, Byy)
8 C5; = SQUARE-MATRIX-MULTIPLY-RECURSIVE (45, B;1)
+ SQUARE-MATRIX-MULTIPLY-RECURSIVE (455, By1)
9 C5, = SQUARE-MATRIX-MULTIPLY-RECURSIVE (45, B;,)
+ SQUARE-MATRIX-MULTIPLY-RECURSIVE (A45,, Byy)
10 return C

This pseudocode glosses over one subtle but important implementation detail.
How do we partition the matrices in line 5? If we were to create 12 new n/2 xn/2
matrices, we would spend ®(n?) time copying entries. In fact, we can partition
the matrices without copying entries. The trick is to use index calculations. We
identify a submatrix by a range of row indices and a range of column indices of
the original matrix. We end up representing a submatrix a little differently from
how we represent the original matrix, which is the subtlety we are glossing over.
The advantage is that, since we can specify submatrices by index calculations,
executing line 5 takes only ®(1) time (although we shall see that it makes no
difference asymptotically to the overall running time whether we copy or partition
in place).

Now, we derive a recurrence to characterize the running time of SQUARE-
MATRIX-MULTIPLY-RECURSIVE. Let T'(n) be the time to multiply two n x n
matrices using this procedure. In the base case, when n = 1, we perform just the
one scalar multiplication in line 4, and so

T(1) = 9(1). (4.15)

The recursive case occurs whenn > 1. As discussed, partitioning the matrices in
line 5 takes ®(1) time, using index calculations. In lines 6-9, we recursively call
SQUARE-MATRIX-MULTIPLY-RECURSIVE a total of eight times. Because each
recursive call multiplies two n/2 x n/2 matrices, thereby contributing 7'(n/2) to
the overall running time, the time taken by all eight recursive calls is 87 (n/2). We
also must account for the four matrix additions in lines 6-9. Each of these matrices
contains 72 /4 entries, and so each of the four matrix additions takes ®(n?) time.
Since the number of matrix additions is a constant, the total time spent adding ma-
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trices in lines 6-9 is ®(n?). (Again, we use index calculations to place the results
of the matrix additions into the correct positions of matrix C, with an overhead
of ®(1) time per entry.) The total time for the recursive case, therefore, is the sum
of the partitioning time, the time for all the recursive calls, and the time to add the
matrices resulting from the recursive calls:

T(n) = ©O()+8T(n/2)+ O(n?)
= 8T(n/2) + Om?). (4.16)

Notice that if we implemented partitioning by copying matrices, which would cost
©(n?) time, the recurrence would not change, and hence the overall running time
would increase by only a constant factor.

Combining equations (4.15) and (4.16) gives us the recurrence for the running
time of SQUARE-MATRIX-MULTIPLY-RECURSIVE:

e(1) ifn=1,

T = s7m/2) + 002 itn>1.

4.17)

As we shall see from the master method in Section 4.5, recurrence (4.17) has the
solution T'(n) = ©O(n3). Thus, this simple divide-and-conquer approach is no
faster than the straightforward SQUARE-MATRIX-MULTIPLY procedure.

Before we continue on to examining Strassen’s algorithm, let us review where
the components of equation (4.16) came from. Partitioning each n x n matrix by
index calculation takes ®(1) time, but we have two matrices to partition. Although
you could say that partitioning the two matrices takes ®(2) time, the constant of 2
is subsumed by the ®-notation. Adding two matrices, each with, say, k entries,
takes ©(k) time. Since the matrices we add each have n?/4 entries, you could
say that adding each pair takes ®(n?/4) time. Again, however, the ®-notation
subsumes the constant factor of 1/4, and we say that adding two n?/4 x n?/4
matrices takes ®(n?) time. We have four such matrix additions, and once again,
instead of saying that they take ©(4n?) time, we say that they take ©(n?) time.
(Of course, you might observe that we could say that the four matrix additions
take ©(4n?/4) time, and that 4n2/4 = n?, but the point here is that ®-notation
subsumes constant factors, whatever they are.) Thus, we end up with two terms
of ®(n?), which we can combine into one.

When we account for the eight recursive calls, however, we cannot just sub-
sume the constant factor of 8. In other words, we must say that together they take
8T (n/2) time, rather than just 7'(n/2) time. You can get a feel for why by looking
back at the recursion tree in Figure 2.5, for recurrence (2.1) (which is identical to
recurrence (4.7)), with the recursive case T (n) = 2T (n/2)+ ®(n). The factor of 2
determined how many children each tree node had, which in turn determined how
many terms contributed to the sum at each level of the tree. If we were to ignore
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the factor of 8 in equation (4.16) or the factor of 2 in recurrence (4.1), the recursion
tree would just be linear, rather than “bushy,” and each level would contribute only
one term to the sum.

Bear in mind, therefore, that although asymptotic notation subsumes constant
multiplicative factors, recursive notation such as 7'(n/2) does not.

Strassen’s method

The key to Strassen’s method is to make the recursion tree slightly less bushy. That
is, instead of performing eight recursive multiplications of n/2 x n/2 matrices,
it performs only seven. The cost of eliminating one matrix multiplication will be
several new additions of /2 x n/2 matrices, but still only a constant number of
additions. As before, the constant number of matrix additions will be subsumed
by ®-notation when we set up the recurrence equation to characterize the running
time.

Strassen’s method is not at all obvious. (This might be the biggest understate-
ment in this book.) It has four steps:

1. Divide the input matrices A and B and output matrix C into n/2 x n/2 subma-
trices, as in equation (4.9). This step takes ®(1) time by index calculation, just
as in SQUARE-MATRIX-MULTIPLY-RECURSIVE.

2. Create 10 matrices Sy, S,, ..., S1o, €ach of which is n/2 x n/2 and is the sum
or difference of two matrices created in step 1. We can create all 10 matrices in
©(n?) time.

3. Using the submatrices created in step 1 and the 10 matrices created in step 2,
recursively compute seven matrix products Py, P,, ..., P;. Each matrix P; is
n/2xn/2.

4. Compute the desired submatrices Cyq, Ci,, Cy1, Co, of the result matrix C by
adding and subtracting various combinations of the P; matrices. We can com-
pute all four submatrices in ®(n?) time.

We shall see the details of steps 2—4 in a moment, but we already have enough
information to set up a recurrence for the running time of Strassen’s method. Let us
assume that once the matrix size n gets down to 1, we perform a simple scalar mul-
tiplication, just as in line 4 of SQUARE-MATRIX-MULTIPLY-RECURSIVE. When
n > 1, steps 1, 2, and 4 take a total of ®(n?) time, and step 3 requires us to per-
form seven multiplications of n/2 x n /2 matrices. Hence, we obtain the following
recurrence for the running time 7'(n) of Strassen’s algorithm:

e(1) ifn=1,

T =3 31m2) + 002 itn>1.

(4.18)
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We have traded off one matrix multiplication for a constant number of matrix ad-
ditions. Once we understand recurrences and their solutions, we shall see that this
tradeoff actually leads to a lower asymptotic running time. By the master method
in Section 4.5, recurrence (4.18) has the solution 7' (n) = O (n'¢7).

We now proceed to describe the details. In step 2, we create the following 10
matrices:

S1 = Bui—Bxn,
S, = Ap+ A,
S3 = Ayp+Axn,
S4 = By — B,
Ss = A+ Axn,
S¢ = Bu+ Bxn,
S; = Ap—Axn,
Ss = By + B,
So = An—Aax,
Sio = Bu+ Bz

Since we must add or subtract /2 x n/2 matrices 10 times, this step does indeed
take ©(n?) time.

In step 3, we recursively multiply /2 xn /2 matrices seven times to compute the
following n /2 x n/2 matrices, each of which is the sum or difference of products
of A and B submatrices:

Pl = All'Sl = All'B12_A11'B22,

P, Sy By = Ay Bn+ A Bas,
Py = S3-Bin = Aa- B+ Ay B,
Py = Az - Sy = Az By — Ay By,
Ps = Ss5-S¢ = Aun-Bii+ Ay Ba+ Ay - By + Axpy - By,
Ps = 87-Sg = Awp+Bayr+ A1z By — Asp Byy — Aya - Bay s

P7 = S9'S10 = All'Bll+A11'BIZ_A21'BII_AZI'BIZ~

Note that the only multiplications we need to perform are those in the middle col-
umn of the above equations. The right-hand column just shows what these products
equal in terms of the original submatrices created in step 1.

Step 4 adds and subtracts the P; matrices created in step 3 to construct the four
n/2 x n/2 submatrices of the product C. We start with

Ciy=Ps+Py— P, + Ps.
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Expanding out the right-hand side, with the expansion of each P; on its own line
and vertically aligning terms that cancel out, we see that C;; equals

Ay Bii+ A By + Ay By + Az By
— Ay By + Az By
— A1+ By — Az By
— Axy-Bos— Az Byi +A1n- Bos + Ayz- By

A+ Bn + A1z Bay
which corresponds to equation (4.11).

Similarly, we set

Co=Pi+ P,

and so Cy, equals

A1+ Bia— A1+ By
+ A11- B+ A2 Bas

A1+ Bz + A12- By,
corresponding to equation (4.12).
Setting

Cy =P+ Py

makes Cy; equal

Az By + Az Byy
— A By + Az By

Az1- Byy + Ay Bay
corresponding to equation (4.13).
Finally, we set
Cypy=Ps+ P, —P3— Py,

so that C,, equals

A1+ Bii+ A - By + Ay - By + Ay - By
— Ay1- By + A1 Bz
— Ay By — A1 - By
— A1 B — Ay -Bia+ Az - By + Az - Bys

Az By + Az Bys
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which corresponds to equation (4.14). Altogether, we add or subtract n/2 x n/2
matrices eight times in step 4, and so this step indeed takes ®(n?) time.

Thus, we see that Strassen’s algorithm, comprising steps 1-4, produces the cor-
rect matrix product and that recurrence (4.18) characterizes its running time. Since
we shall see in Section 4.5 that this recurrence has the solution 7'(n) = @(n'7),
Strassen’s method is asymptotically faster than the straightforward SQUARE-
MATRIX-MULTIPLY procedure. The notes at the end of this chapter discuss some
of the practical aspects of Strassen’s algorithm.

Exercises

Note: Although Exercises 4.2-3, 4.2-4, and 4.2-5 are about variants on Strassen’s
algorithm, you should read Section 4.5 before trying to solve them.

4.2-1
Use Strassen’s algorithm to compute the matrix product

1 3 6 8
7 5 4 2 )°
Show your work.

4.2-2
Write pseudocode for Strassen’s algorithm.

4.2-3
How would you modify Strassen’s algorithm to multiply #n x n matrices in which n
is not an exact power of 2? Show that the resulting algorithm runs in time O (n'¢7).

4.2-4

What is the largest k such that if you can multiply 3 x 3 matrices using k multi-
plications (not assuming commutativity of multiplication), then you can multiply
n x n matrices in time o(n'¢7)? What would the running time of this algorithm be?

4.2-5

V. Pan has discovered a way of multiplying 68 x 68 matrices using 132,464 mul-
tiplications, a way of multiplying 70 x 70 matrices using 143,640 multiplications,
and a way of multiplying 72 x 72 matrices using 155,424 multiplications. Which
method yields the best asymptotic running time when used in a divide-and-conquer
matrix-multiplication algorithm? How does it compare to Strassen’s algorithm?
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4.2-6

How quickly can you multiply a k n xn matrix by an n xk n matrix, using Strassen’s
algorithm as a subroutine? Answer the same question with the order of the input
matrices reversed.

4.2-7

Show how to multiply the complex numbers ¢ + bi and ¢ + di using only three
multiplications of real numbers. The algorithm should take a, b, ¢, and d as input
and produce the real component ac — bd and the imaginary component ad + bc
separately.

4.3 The substitution method for solving recurrences

Now that we have seen how recurrences characterize the running times of divide-
and-conquer algorithms, we will learn how to solve recurrences. We start in this
section with the “substitution” method.

The substitution method for solving recurrences comprises two steps:

1. Guess the form of the solution.

2. Use mathematical induction to find the constants and show that the solution
works.

We substitute the guessed solution for the function when applying the inductive
hypothesis to smaller values; hence the name “substitution method.” This method
is powerful, but we must be able to guess the form of the answer in order to apply it.
We can use the substitution method to establish either upper or lower bounds on
arecurrence. As an example, let us determine an upper bound on the recurrence

T(n)=2T(|n/2])+n, (4.19)

which is similar to recurrences (4.3) and (4.4). We guess that the solution is
T(n) = O(nlgn). The substitution method requires us to prove that 7'(n) <
cnlgn for an appropriate choice of the constant ¢ > 0. We start by assuming
that this bound holds for all positive m < n, in particular for m = |n/2], yielding
T(|n/2]) <c|n/2]lg(|n/2]). Substituting into the recurrence yields

T(n) = 2(c|n/2]1g([n/2])) +n
cnlg(n/2) +n
cnlgn —cnlg2+n

IA

cnlgn—cn+n

IA

cnlgn ,
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where the last step holds as long as ¢ > 1.

Mathematical induction now requires us to show that our solution holds for the
boundary conditions. Typically, we do so by showing that the boundary condi-
tions are suitable as base cases for the inductive proof. For the recurrence (4.19),
we must show that we can choose the constant ¢ large enough so that the bound
T(n) <cnlgn works for the boundary conditions as well. This requirement
can sometimes lead to problems. Let us assume, for the sake of argument, that
T (1) = 1 is the sole boundary condition of the recurrence. Then for n = 1, the
bound T'(n) < cnlgn yields T(1) < cllg1 = 0, which is at odds with 7'(1) = 1.
Consequently, the base case of our inductive proof fails to hold.

We can overcome this obstacle in proving an inductive hypothesis for a spe-
cific boundary condition with only a little more effort. In the recurrence (4.19),
for example, we take advantage of asymptotic notation requiring us only to prove
T(n) < cnlgn for n > ny, where ny is a constant that we get to choose. We
keep the troublesome boundary condition 7°(1) = 1, but remove it from consid-
eration in the inductive proof. We do so by first observing that for n > 3, the
recurrence does not depend directly on 7'(1). Thus, we can replace 7'(1) by T(2)
and T'(3) as the base cases in the inductive proof, letting no, = 2. Note that we
make a distinction between the base case of the recurrence (n = 1) and the base
cases of the inductive proof (n = 2 and n = 3). With T (1) = 1, we derive from
the recurrence that 7(2) = 4 and T(3) = 5. Now we can complete the inductive
proof that T(n) < cnlgn for some constant ¢ > 1 by choosing ¢ large enough
so that T(2) < ¢21g2 and T'(3) < ¢3lg3. As it turns out, any choice of ¢ > 2
suffices for the base cases of » = 2 and n = 3 to hold. For most of the recurrences
we shall examine, it is straightforward to extend boundary conditions to make the
inductive assumption work for small 7, and we shall not always explicitly work out
the details.

Making a good guess

Unfortunately, there is no general way to guess the correct solutions to recurrences.
Guessing a solution takes experience and, occasionally, creativity. Fortunately,
though, you can use some heuristics to help you become a good guesser. You
can also use recursion trees, which we shall see in Section 4.4, to generate good
guesses.

If a recurrence is similar to one you have seen before, then guessing a similar
solution is reasonable. As an example, consider the recurrence

T(n) =2T(|n/2] +17) +n,

which looks difficult because of the added “17” in the argument to 7" on the right-
hand side. Intuitively, however, this additional term cannot substantially affect the
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solution to the recurrence. When 7 is large, the difference between |n/2| and
[7/2] 4+ 17 is not that large: both cut n nearly evenly in half. Consequently, we
make the guess that 7'(n) = O(nlgn), which you can verify as correct by using
the substitution method (see Exercise 4.3-6).

Another way to make a good guess is to prove loose upper and lower bounds on
the recurrence and then reduce the range of uncertainty. For example, we might
start with a lower bound of T'(n) = Q(n) for the recurrence (4.19), since we
have the term n in the recurrence, and we can prove an initial upper bound of
T(n) = O(n?). Then, we can gradually lower the upper bound and raise the
lower bound until we converge on the correct, asymptotically tight solution of
T(n) = O(nlgn).

Subtleties

Sometimes you might correctly guess an asymptotic bound on the solution of a
recurrence, but somehow the math fails to work out in the induction. The problem
frequently turns out to be that the inductive assumption is not strong enough to
prove the detailed bound. If you revise the guess by subtracting a lower-order term
when you hit such a snag, the math often goes through.

Consider the recurrence

T(n)y=T(n/2))+T(n/2])+1.

We guess that the solution is 7'(n) = O(n), and we try to show that 7'(n) < cn for
an appropriate choice of the constant ¢. Substituting our guess in the recurrence,
we obtain

T(n) < c|n/2]+c[n/2]1+1
= cn+1,

which does not imply 7'(n) < cn for any choice of ¢. We might be tempted to try
a larger guess, say T (n) = O(n?). Although we can make this larger guess work,
our original guess of 7'(n) = O(n) is correct. In order to show that it is correct,
however, we must make a stronger inductive hypothesis.

Intuitively, our guess is nearly right: we are off only by the constant 1, a
lower-order term. Nevertheless, mathematical induction does not work unless we
prove the exact form of the inductive hypothesis. We overcome our difficulty
by subtracting a lower-order term from our previous guess. Our new guess is
T(n) <cn—d,where d > 0is a constant. We now have

Tn) < (c|n/2]—=d)+(c[n/2]—-d)+1
= cn—2d+1
< c¢cn—d,



86

Chapter 4  Divide-and-Conquer

as long as d > 1. As before, we must choose the constant ¢ large enough to handle
the boundary conditions.

You might find the idea of subtracting a lower-order term counterintuitive. Af-
ter all, if the math does not work out, we should increase our guess, right?
Not necessarily! When proving an upper bound by induction, it may actually be
more difficult to prove that a weaker upper bound holds, because in order to prove
the weaker bound, we must use the same weaker bound inductively in the proof.
In our current example, when the recurrence has more than one recursive term, we
get to subtract out the lower-order term of the proposed bound once per recursive
term. In the above example, we subtracted out the constant d twice, once for the
T'(|n/2]) term and once for the 7'([n/2]) term. We ended up with the inequality
T(n) <cn—2d + 1, and it was easy to find values of d to make cn —2d + 1 be
less than or equal to cn — d.

Avoiding pitfalls

It is easy to err in the use of asymptotic notation. For example, in the recur-
rence (4.19) we can falsely “prove” T(n) = O(n) by guessing T'(n) < c¢n and
then arguing

T'(n) = 2(c|n/2])+n
< c¢n+n
= O(n), < wrong!!

since ¢ is a constant. The error is that we have not proved the exact form of the
inductive hypothesis, that is, that 7'(n) < cn. We therefore will explicitly prove
that 7'(n) < c¢n when we want to show that 7'(n) = O(n).

Changing variables

Sometimes, a little algebraic manipulation can make an unknown recurrence simi-
lar to one you have seen before. As an example, consider the recurrence

T(n) =2T (L\/ZJ) +lgn,

which looks difficult. We can simplify this recurrence, though, with a change of
variables. For convenience, we shall not worry about rounding off values, such
as /n, to be integers. Renaming m = Ign yields

T(2™) =2TQ2"%) +m.
We can now rename S(m) = T(2™) to produce the new recurrence

S(m) =28S(m/2) + m,
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which is very much like recurrence (4.19). Indeed, this new recurrence has the
same solution: S(m) = O(mlgm). Changing back from S(m) to T'(n), we obtain

T(n)y=T2")=Sm)=0(mlgm) = 0(gnlglgn) .

Exercises

4.3-1
Show that the solution of T'(n) = T'(n — 1) + n is O(n?).

4.3-2
Show that the solution of 7'(n) = T([n/2]) + 1is O(Ilgn).

4.3-3
We saw that the solution of 7'(n) = 2T (|n/2]) +nis O(n lgn). Show that the so-
lution of this recurrence is also Q(n lgn). Conclude that the solution is ©(n lgn).

4.3-4

Show that by making a different inductive hypothesis, we can overcome the diffi-
culty with the boundary condition 7'(1) = 1 for recurrence (4.19) without adjusting
the boundary conditions for the inductive proof.

4.3-5
Show that ®(n Ign) is the solution to the “exact” recurrence (4.3) for merge sort.

4.3-6
Show that the solution to 7'(n) = 2T (|n/2] + 17) + nis O(nlgn).

4.3-7

Using the master method in Section 4.5, you can show that the solution to the
recurrence 7' (n) = 4T (n/3) + nis T(n) = O(n'°34). Show that a substitution
proof with the assumption 7'(n) < ¢n'°¢3* fails. Then show how to subtract off a
lower-order term to make a substitution proof work.

4.3-8

Using the master method in Section 4.5, you can show that the solution to the
recurrence T'(n) = 4T (n/2) + n?is T(n) = ©(n?). Show that a substitution
proof with the assumption 7'(n) < cn? fails. Then show how to subtract off a
lower-order term to make a substitution proof work.
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4.3-9

Solve the recurrence T'(n) = 3T (4/n) + logn by making a change of variables.
Your solution should be asymptotically tight. Do not worry about whether values
are integral.

4.4 The recursion-tree method for solving recurrences

Although you can use the substitution method to provide a succinct proof that
a solution to a recurrence is correct, you might have trouble coming up with a
good guess. Drawing out a recursion tree, as we did in our analysis of the merge
sort recurrence in Section 2.3.2, serves as a straightforward way to devise a good
guess. In a recursion tree, each node represents the cost of a single subproblem
somewhere in the set of recursive function invocations. We sum the costs within
each level of the tree to obtain a set of per-level costs, and then we sum all the
per-level costs to determine the total cost of all levels of the recursion.

A recursion tree is best used to generate a good guess, which you can then verify
by the substitution method. When using a recursion tree to generate a good guess,
you can often tolerate a small amount of “sloppiness,” since you will be verifying
your guess later on. If you are very careful when drawing out a recursion tree and
summing the costs, however, you can use a recursion tree as a direct proof of a
solution to a recurrence. In this section, we will use recursion trees to generate
good guesses, and in Section 4.6, we will use recursion trees directly to prove the
theorem that forms the basis of the master method.

For example, let us see how a recursion tree would provide a good guess for
the recurrence T'(n) = 3T (|n/4]) + ©(n?). We start by focusing on finding an
upper bound for the solution. Because we know that floors and ceilings usually do
not matter when solving recurrences (here’s an example of sloppiness that we can
tolerate), we create a recursion tree for the recurrence T (n) = 3T (n/4) + cn?,
having written out the implied constant coefficient ¢ > 0.

Figure 4.5 shows how we derive the recursion tree for 7'(n) = 3T (n/4) + cn?.
For convenience, we assume that n is an exact power of 4 (another example of
tolerable sloppiness) so that all subproblem sizes are integers. Part (a) of the figure
shows T'(n), which we expand in part (b) into an equivalent tree representing the
recurrence. The cn? term at the root represents the cost at the top level of recursion,
and the three subtrees of the root represent the costs incurred by the subproblems
of size n /4. Part (c) shows this process carried one step further by expanding each
node with cost 7'(n/4) from part (b). The cost for each of the three children of the
root is ¢(n/4)?. We continue expanding each node in the tree by breaking it into
its constituent parts as determined by the recurrence.
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Figure 4.5 Constructing a recursion tree for the recurrence T'(n) = 37T (n/4) + cn?. Part (a)
shows T'(n), which progressively expands in (b)—(d) to form the recursion tree. The fully expanded
tree in part (d) has height log, n (it has logy n + 1 levels).
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Because subproblem sizes decrease by a factor of 4 each time we go down one
level, we eventually must reach a boundary condition. How far from the root do
we reach one? The subproblem size for a node at depth i is n/4'. Thus, the
subproblem size hits n = 1 when n/4° = 1 or, equivalently, when i = log, n.
Thus, the tree has log, n 4 1 levels (at depths 0, 1,2, ..., log, n).

Next we determine the cost at each level of the tree. Each level has three times
more nodes than the level above, and so the number of nodes at depth i is 3'.
Because subproblem sizes reduce by a factor of 4 for each level we go down
from the root, each node at depth i, fori = 0,1,2,...,log,n — 1, has a cost
of ¢(n/4")?. Multiplying, we see that the total cost over all nodes at depth i, for
i =0,1,2,...,log,n — 1, is 3'c(n/4")*> = (3/16)'cn®. The bottom level, at
depth log, n, has 3°e" = p'°243 podes, each contributing cost 7'(1), for a total
cost of n'°243T (1), which is ®(n'°¢+3), since we assume that 7'(1) is a constant.

Now we add up the costs over all levels to determine the cost for the entire tree:

2 3 2 3 ? 2 3 e 2 logy 3
T'(n) = cn +%cn+ ) <" +-+ 16 cn” 4+ O[m°)

loggn—1 3 i
= Z (—) cn? + @(n1°g4 3)
—~ \16
B/16)ea —1 logg 3 ;
= ———cn" +0n*™ by equation (A.5)) .
(3/16) =1 +0Om*7)  (byeq (A.5))
This last formula looks somewhat messy until we realize that we can again take
advantage of small amounts of sloppiness and use an infinite decreasing geometric
series as an upper bound. Backing up one step and applying equation (A.6), we
have

g 3 : 2 log4 3
T(n) = Y ) cn’ + 0w
i=0

0] 3 i
< Z (E) cn? + O(n'#3)
i=0

1 2
— @ logy 3
1= G/ie 3/16) cn® + O(n”)

_ 16 2 logy 3
= T3 cn” 4 O(n )
= 0@n?.

Thus, we have derived a guess of 7 (n) = O(n?) for our original recurrence
T(n) = 3T(|n/4]) + ©(n?). In this example, the coefficients of ¢n? form a
decreasing geometric series and, by equation (A.6), the sum of these coefficients
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Figure 4.6 A recursion tree for the recurrence 7'(n) = T (n/3) + T (2n/3) + cn.

is bounded from above by the constant 16/13. Since the root’s contribution to the
total cost is cn?, the root contributes a constant fraction of the total cost. In other
words, the cost of the root dominates the total cost of the tree.

In fact, if O(n?) is indeed an upper bound for the recurrence (as we shall verify in
a moment), then it must be a tight bound. Why? The first recursive call contributes
a cost of ®(n?), and so ©2(n?) must be a lower bound for the recurrence.

Now we can use the substitution method to verify that our guess was cor-
rect, that is, T(n) = O(n?) is an upper bound for the recurrence T'(n) =
3T(|n/4]) + ©(n?). We want to show that 7'(n) < dn? for some constant d > 0.
Using the same constant ¢ > 0 as before, we have

T(n) 3T(|n/4]) + cn?
3d |n/4)* + cn?®
3d(n/4)* + cn?
3 2 2
T dn” +cn
dn?,

IAIA TA

where the last step holds as long as d > (16/13)c.
In another, more intricate, example, Figure 4.6 shows the recursion tree for

T(n)=Tn/3)+T2n/3)+ O(n) .

(Again, we omit floor and ceiling functions for simplicity.) As before, we let ¢
represent the constant factor in the O(n) term. When we add the values across the
levels of the recursion tree shown in the figure, we get a value of cn for every level.
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The longest simple path from the root to a leaf is n — (2/3)n — (2/3)?’n —
.-~ — 1. Since (2/3)*n = 1 when k = logs,, n, the height of the tree is logs,, n.

Intuitively, we expect the solution to the recurrence to be at most the number
of levels times the cost of each level, or O(cnlogs,, n) = O(nlgn). Figure 4.6
shows only the top levels of the recursion tree, however, and not every level in the
tree contributes a cost of c¢n. Consider the cost of the leaves. If this recursion tree
were a complete binary tree of height log,,, , there would be 2'#3/2" = ploga/22
leaves. Since the cost of each leaf is a constant, the total cost of all leaves would
then be ©(n'3/22) which, since log, /22 is a constant strictly greater than I,
is w(nlgn). This recursion tree is not a complete binary tree, however, and so
it has fewer than n'°%3/22 leaves. Moreover, as we go down from the root, more
and more internal nodes are absent. Consequently, levels toward the bottom of the
recursion tree contribute less than c¢n to the total cost. We could work out an accu-
rate accounting of all costs, but remember that we are just trying to come up with a
guess to use in the substitution method. Let us tolerate the sloppiness and attempt
to show that a guess of O(n lgn) for the upper bound is correct.

Indeed, we can use the substitution method to verify that O(n Ign) is an upper
bound for the solution to the recurrence. We show that 7 (n) < dnlgn, where d is
a suitable positive constant. We have

T(n) < Tn/3)+TQ2n/3)+cn
< dn/3)lg(n/3)+d(2n/3)1g(2n/3) + cn
= (d@n/3)1gn—dn/3)1g3)
+ (dQ2n/3)1gn —d(2n/3)1g(3/2)) + cn
dnlgn—d((n/3)1g3 + (2n/3)1g(3/2)) + cn
= dnlgn—d((n/3)1g3+ (2n/3)1g3 — (2n/3)1g2) + cn
= dnlgn—dn(lg3—-2/3)+cn
< dnlgn,

aslongasd > c¢/(Ig3—(2/3)). Thus, we did not need to perform a more accurate
accounting of costs in the recursion tree.

Exercises

4.4-1
Use a recursion tree to determine a good asymptotic upper bound on the recurrence
T(n) = 3T(|n/2]) + n. Use the substitution method to verify your answer.

4.4-2
Use a recursion tree to determine a good asymptotic upper bound on the recurrence
T(n) = T(n/2) + n?. Use the substitution method to verify your answer.
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4.4-3
Use a recursion tree to determine a good asymptotic upper bound on the recurrence
T(n) = 4T (n/2 4 2) 4+ n. Use the substitution method to verify your answer.

4.4-4
Use a recursion tree to determine a good asymptotic upper bound on the recurrence
T(n) =2T(n — 1) + 1. Use the substitution method to verify your answer.

4.4-5
Use a recursion tree to determine a good asymptotic upper bound on the recurrence
T(n) = T(n—1)+T(n/2)+n. Use the substitution method to verify your answer.

4.4-6
Argue that the solution to the recurrence T'(n) = T'(n/3)+ T (2n/3) +cn, where ¢
is a constant, is Q2(n 1gn) by appealing to a recursion tree.

4.4-7

Draw the recursion tree for 7'(n) = 4T (|n/2]) + cn, where ¢ is a constant, and
provide a tight asymptotic bound on its solution. Verify your bound by the substi-
tution method.

4.4-8
Use a recursion tree to give an asymptotically tight solution to the recurrence
T(n) =T —a)+ T(a) + cn, where a > 1 and ¢ > 0 are constants.

4.4-9

Use a recursion tree to give an asymptotically tight solution to the recurrence
T(n) = T(an)+ T((1 —a)n)+ cn, where « is a constant in the range 0 < o < 1
and ¢ > 0 is also a constant.

4.5 The master method for solving recurrences

The master method provides a “cookbook” method for solving recurrences of the
form

Tn)=aTn/b)+ f(n), (4.20)

where @ > 1 and b > 1 are constants and f(n) is an asymptotically positive
function. To use the master method, you will need to memorize three cases, but
then you will be able to solve many recurrences quite easily, often without pencil
and paper.
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The recurrence (4.20) describes the running time of an algorithm that divides a
problem of size 7 into a subproblems, each of size n/b, where a and b are positive
constants. The a subproblems are solved recursively, each in time T'(n/b). The
function f(n) encompasses the cost of dividing the problem and combining the
results of the subproblems. For example, the recurrence arising from Strassen’s
algorithm hasa = 7, b = 2, and f(n) = O(n?).

As a matter of technical correctness, the recurrence is not actually well defined,
because n/b might not be an integer. Replacing each of the a terms 7' (n/b) with
either T'(|n/b]|) or T([n/b7]) will not affect the asymptotic behavior of the recur-
rence, however. (We will prove this assertion in the next section.) We normally
find it convenient, therefore, to omit the floor and ceiling functions when writing
divide-and-conquer recurrences of this form.

The master theorem

The master method depends on the following theorem.

Theorem 4.1 (Master theorem)
Leta > 1 and b > 1 be constants, let f(n) be a function, and let 7'(n) be defined
on the nonnegative integers by the recurrence

T'(n) =aT(n/b) + f(n) .

where we interpret /b to mean either [n/b | or [n/b]. Then T (n) has the follow-
ing asymptotic bounds:

1. If f(n) = O(n' =) for some constant € > 0, then 7' (n) = O(n'°9),
2. If f(n) = O ), then T(n) = O(n'°*»%1gn).

3. If f(n) = Q(n'™e»9%¢€) for some constant € > 0, and if af(n/b) < cf(n) for
some constant ¢ < 1 and all sufficiently large n, then T'(n) = O(f(n)). |

Before applying the master theorem to some examples, let’s spend a moment
trying to understand what it says. In each of the three cases, we compare the
function f(n) with the function n'°% . Intuitively, the larger of the two functions
determines the solution to the recurrence. If, as in case 1, the function n'°2 ¢ is the
larger, then the solution is T'(n) = ©(n'°%%). If, as in case 3, the function f(n)
is the larger, then the solution is 7'(n) = ®O( f(n)). If, as in case 2, the two func-
tions are the same size, we multiply by a logarithmic factor, and the solution is
T(n) = O(n'"2%1gn) = O(f(n)lgn).

Beyond this intuition, you need to be aware of some technicalities. In the first
case, not only must f(n) be smaller than n'°% ¢, it must be polynomially smaller.
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That is, f(n) must be asymptotically smaller than n'°% ¢ by a factor of n¢ for some
constant € > 0. In the third case, not only must f(n) be larger than n'°¢% 4, it also
must be polynomially larger and in addition satisfy the “regularity” condition that
af(n/b) < cf(n). This condition is satisfied by most of the polynomially bounded
functions that we shall encounter.

Note that the three cases do not cover all the possibilities for f(n). There is
a gap between cases 1 and 2 when f(n) is smaller than 7'°% ¢ but not polynomi-
ally smaller. Similarly, there is a gap between cases 2 and 3 when f(n) is larger
than n'°¢» % but not polynomially larger. If the function f(n) falls into one of these
gaps, or if the regularity condition in case 3 fails to hold, you cannot use the master
method to solve the recurrence.

Using the master method

To use the master method, we simply determine which case (if any) of the master
theorem applies and write down the answer.
As a first example, consider

T(n)=9T(n/3) +n.
For this recurrence, we have ¢ = 9, b = 3, f(n) = n, and thus we have that
n'oerd = plos® = @(n?). Since f(n) = O(n'°3°7¢), where € = 1, we can apply

case 1 of the master theorem and conclude that the solution is 7'(n) = ©(n?).
Now consider

Tn)=T2n/3) +1,

in whicha = 1, b = 3/2, f(n) = 1, and n'*%% = pl°=32! = % = 1, Case 2
applies, since f(n) = O(n'»%) = ©(1), and thus the solution to the recurrence
is T'(n) = ©(gn).

For the recurrence

T(n)=3Tn/4) +nlgn,

we have a = 3, b = 4, f(n) = nlgn, and n'°% = pla3 = On°%73).
Since f(n) = Q(n'°%43%€), where € ~ 0.2, case 3 applies if we can show that
the regularity condition holds for f(n). For sufficiently large n, we have that
af(n/b) = 3(n/4)lg(n/4) < (3/4)nlgn = cf(n) for c = 3/4. Consequently,
by case 3, the solution to the recurrence is 7'(n) = O(nlgn).

The master method does not apply to the recurrence

Tn)=2Tn/2)+nlgn,

even though it appears to have the proper form: ¢ = 2, b = 2, f(n) = nlgn,
and n'°¢? = p. You might mistakenly think that case 3 should apply, since
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f(n) = nlgn is asymptotically larger than n'°2¢ = pn. The problem is that it
is not polynomially larger. The ratio f(n)/n"%% = (nlgn)/n = lgn is asymp-
totically less than n€ for any positive constant €. Consequently, the recurrence falls
into the gap between case 2 and case 3. (See Exercise 4.6-2 for a solution.)

Let’s use the master method to solve the recurrences we saw in Sections 4.1
and 4.2. Recurrence (4.7),

T(n) =2T(n/2) + O),

characterizes the running times of the divide-and-conquer algorithm for both the
maximum-subarray problem and merge sort. (As is our practice, we omit stating
the base case in the recurrence.) Here, we havea = 2, b = 2, f(n) = ©(n), and
thus we have that n'°% ¢ = p'°222 = p_ Case 2 applies, since f(n) = O(n), and so
we have the solution 7'(n) = ®(nlgn).

Recurrence (4.17),

T(n) =8T(n/2) + O(n?),

describes the running time of the first divide-and-conquer algorithm that we saw
for matrix multiplication. Now we have ¢ = 8, b = 2, and f(n) = O(n?),
and so n'&® = p'°28 = p3  Since n? is polynomially larger than f(n) (that is,
f(n) = O(n>¢) for e = 1), case 1 applies, and T'(n) = O(n?).

Finally, consider recurrence (4.18),

T(n) =7T(n/2) + O(n?),

which describes the running time of Strassen’s algorithm. Here, we have a = 7,
b =2, f(n) = O(n?), and thus n'& 9 = p'27  Rewriting log, 7 as 1g7 and
recalling that 2.80 < Ig7 < 2.81, we see that f(n) = O(n'¢"~¢) for e = 0.8.
Again, case 1 applies, and we have the solution 7'(n) = O(n'¢7).

Exercises

4.5-1
Use the master method to give tight asymptotic bounds for the following recur-
rences.

a. T(n)=2Tn/4) + 1.
b. T(n) =2T(n/4) + /n.
c. T(n)=2Tn/4) +n.
d. T(n)=2T(n/4) + n>
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4.5-2

Professor Caesar wishes to develop a matrix-multiplication algorithm that is
asymptotically faster than Strassen’s algorithm. His algorithm will use the divide-
and-conquer method, dividing each matrix into pieces of size n/4 x n/4, and the
divide and combine steps together will take ®(n?) time. He needs to determine
how many subproblems his algorithm has to create in order to beat Strassen’s algo-
rithm. If his algorithm creates a subproblems, then the recurrence for the running
time 7'(n) becomes T'(n) = aT (n/4) + ©(n?). What is the largest integer value
of a for which Professor Caesar’s algorithm would be asymptotically faster than
Strassen’s algorithm?

4.5-3

Use the master method to show that the solution to the binary-search recurrence
Tn)=Tm/2)+ 6(1)is T(n) = O(gn). (See Exercise 2.3-5 for a description
of binary search.)

4.5-4
Can the master method be applied to the recurrence 7'(n) = 4T (n/2) + n?lgn?
Why or why not? Give an asymptotic upper bound for this recurrence.

4.5-5 *

Consider the regularity condition af(n/b) < c¢f(n) for some constant ¢ < 1,
which is part of case 3 of the master theorem. Give an example of constants a > 1
and b > 1 and a function f(n) that satisfies all the conditions in case 3 of the
master theorem except the regularity condition.

* 4.6 Proof of the master theorem

This section contains a proof of the master theorem (Theorem 4.1). You do not
need to understand the proof in order to apply the master theorem.

The proof appears in two parts. The first part analyzes the master recur-
rence (4.20), under the simplifying assumption that 7'(n) is defined only on ex-
act powers of b > 1, that is, for n = 1,b,b?,.... This part gives all the intuition
needed to understand why the master theorem is true. The second part shows how
to extend the analysis to all positive integers n; it applies mathematical technique
to the problem of handling floors and ceilings.

In this section, we shall sometimes abuse our asymptotic notation slightly by
using it to describe the behavior of functions that are defined only over exact
powers of b. Recall that the definitions of asymptotic notations require that



Heapsort

In this chapter, we introduce another sorting algorithm: heapsort. Like merge sort,
but unlike insertion sort, heapsort’s running time is O(n Ign). Like insertion sort,
but unlike merge sort, heapsort sorts in place: only a constant number of array
elements are stored outside the input array at any time. Thus, heapsort combines
the better attributes of the two sorting algorithms we have already discussed.

Heapsort also introduces another algorithm design technique: using a data struc-
ture, in this case one we call a “heap,” to manage information. Not only is the heap
data structure useful for heapsort, but it also makes an efficient priority queue. The
heap data structure will reappear in algorithms in later chapters.

The term “heap” was originally coined in the context of heapsort, but it has since
come to refer to “garbage-collected storage,” such as the programming languages
Java and Lisp provide. Our heap data structure is not garbage-collected storage,
and whenever we refer to heaps in this book, we shall mean a data structure rather
than an aspect of garbage collection.

6.1 Heaps

The (binary) heap data structure is an array object that we can view as a
nearly complete binary tree (see Section B.5.3), as shown in Figure 6.1. Each
node of the tree corresponds to an element of the array. The tree is com-
pletely filled on all levels except possibly the lowest, which is filled from the
left up to a point. An array A that represents a heap is an object with two at-
tributes: A.length, which (as usual) gives the number of elements in the array, and
A.heap-size, which represents how many elements in the heap are stored within
array A. That is, although A[l.. A.length] may contain numbers, only the ele-
ments in A[l .. A.heap-size], where 0 < A.heap-size < A.length, are valid ele-
ments of the heap. The root of the tree is A[1], and given the index i of a node, we
can easily compute the indices of its parent, left child, and right child:
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1 2 3 4 5 6 7 8 9 10

e
G

(b)

Figure 6.1 A max-heap viewed as (a) a binary tree and (b) an array. The number within the circle
at each node in the tree is the value stored at that node. The number above a node is the corresponding
index in the array. Above and below the array are lines showing parent-child relationships; parents
are always to the left of their children. The tree has height three; the node at index 4 (with value 8)
has height one.

PARENT(7)
1 return |i/2]

LEFT(i)
1 return 2i

RIGHT(7)
1 return 2i + 1

On most computers, the LEFT procedure can compute 2i in one instruction by
simply shifting the binary representation of i left by one bit position. Similarly, the
RIGHT procedure can quickly compute 2i 41 by shifting the binary representation
of i left by one bit position and then adding in a 1 as the low-order bit. The
PARENT procedure can compute |i/2] by shifting i right one bit position. Good
implementations of heapsort often implement these procedures as “macros” or “in-
line” procedures.

There are two kinds of binary heaps: max-heaps and min-heaps. In both kinds,
the values in the nodes satisfy a heap property, the specifics of which depend on
the kind of heap. In a max-heap, the max-heap property is that for every node i
other than the root,

A[PARENT(i)] > A[i],

that is, the value of a node is at most the value of its parent. Thus, the largest
element in a max-heap is stored at the root, and the subtree rooted at a node contains
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values no larger than that contained at the node itself. A min-heap is organized in
the opposite way; the min-heap property is that for every node i other than the
root,

A[PARENT(i)] < A[i] .

The smallest element in a min-heap is at the root.

For the heapsort algorithm, we use max-heaps. Min-heaps commonly imple-
ment priority queues, which we discuss in Section 6.5. We shall be precise in
specifying whether we need a max-heap or a min-heap for any particular applica-
tion, and when properties apply to either max-heaps or min-heaps, we just use the
term “heap.”

Viewing a heap as a tree, we define the height of a node in a heap to be the
number of edges on the longest simple downward path from the node to a leaf, and
we define the height of the heap to be the height of its root. Since a heap of n ele-
ments is based on a complete binary tree, its height is ®(Ign) (see Exercise 6.1-2).
We shall see that the basic operations on heaps run in time at most proportional
to the height of the tree and thus take O(Ign) time. The remainder of this chapter
presents some basic procedures and shows how they are used in a sorting algorithm
and a priority-queue data structure.

*  The MAX-HEAPIFY procedure, which runs in O(lgn) time, is the key to main-
taining the max-heap property.

* The BUILD-MAX-HEAP procedure, which runs in linear time, produces a max-
heap from an unordered input array.

* The HEAPSORT procedure, which runs in O(nlgn) time, sorts an array in
place.

* The MAX-HEAP-INSERT, HEAP-EXTRACT-MAX, HEAP-INCREASE-KEY,
and HEAP-MAXIMUM procedures, which run in O(Ign) time, allow the heap
data structure to implement a priority queue.

Exercises

6.1-1
What are the minimum and maximum numbers of elements in a heap of height /?

6.1-2
Show that an n-element heap has height |Ign].

6.1-3
Show that in any subtree of a max-heap, the root of the subtree contains the largest
value occurring anywhere in that subtree.
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6.1-4
Where in a max-heap might the smallest element reside, assuming that all elements
are distinct?

6.1-5
Is an array that is in sorted order a min-heap?

6.1-6
Is the array with values (23,17, 14,6,13,10,1,5,7,12) a max-heap?

6.1-7
Show that, with the array representation for storing an n-element heap, the leaves
are the nodes indexed by |n/2] + 1, [n/2| +2,...,n.

6.2 Maintaining the heap property

In order to maintain the max-heap property, we call the procedure MAX-HEAPIFY.
Its inputs are an array A and an index i into the array. When it is called, MAX-
HEAPIFY assumes that the binary trees rooted at LEFT (i) and RIGHT (i) are max-
heaps, but that A[i] might be smaller than its children, thus violating the max-heap
property. MAX-HEAPIFY lets the value at A[i] “float down” in the max-heap so
that the subtree rooted at index i obeys the max-heap property.

MAX-HEAPIFY (A4, 1)

1 [ = LEFT(Q)

2 r = RIGHT(i)

3 if] < A.heap-size and A[l] > A[i]

4 largest = 1

5 else largest = i

6 ifr < A.heap-size and A[r] > Allargest]
7 largest = r

8 iflargest # i

9 exchange A[i] with A[largest]
10 MAX-HEAPIFY (A, largest)

Figure 6.2 illustrates the action of MAX-HEAPIFY. At each step, the largest of
the elements A[i], A[LEFT(7)], and A[RIGHT(i)] is determined, and its index is
stored in largest. If A[i] is largest, then the subtree rooted at node i is already a
max-heap and the procedure terminates. Otherwise, one of the two children has the
largest element, and A[i] is swapped with A[largest], which causes node i and its
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Figure 6.2 The action of MAX-HEAPIFY(A4,2), where A.heap-size = 10. (a) The initial con-
figuration, with A[2] at node i = 2 violating the max-heap property since it is not larger than
both children. The max-heap property is restored for node 2 in (b) by exchanging A[2] with A[4],
which destroys the max-heap property for node 4. The recursive call MAX-HEAPIFY(4, 4) now
has i = 4. After swapping A[4] with A[9], as shown in (c), node 4 is fixed up, and the recursive call
MAX-HEAPIFY(A, 9) yields no further change to the data structure.

children to satisfy the max-heap property. The node indexed by largest, however,
now has the original value A[i], and thus the subtree rooted at largest might violate
the max-heap property. Consequently, we call MAX-HEAPIFY recursively on that
subtree.

The running time of MAX-HEAPIFY on a subtree of size n rooted at a given
node i is the ®(1) time to fix up the relationships among the elements A[i],
A[LEFT(i)], and A[RIGHT(i)], plus the time to run MAX-HEAPIFY on a subtree
rooted at one of the children of node i (assuming that the recursive call occurs).
The children’s subtrees each have size at most 2n /3 —the worst case occurs when
the bottom level of the tree is exactly half full—and therefore we can describe the
running time of MAX-HEAPIFY by the recurrence

T(n) < T(2n/3) + (1) .
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The solution to this recurrence, by case 2 of the master theorem (Theorem 4.1),
is T(n) = O(lgn). Alternatively, we can characterize the running time of MAX-
HEAPIFY on a node of height & as O(h).

Exercises

6.2-1
Using Figure 6.2 as a model, illustrate the operation of MAX-HEAPIFY (A4, 3) on
the array A = (27,17,3,16,13,10,1,5,7,12,4,8,9,0).

6.2-2

Starting with the procedure MAX-HEAPIFY, write pseudocode for the procedure
MIN-HEAPIFY (A, i), which performs the corresponding manipulation on a min-
heap. How does the running time of MIN-HEAPIFY compare to that of MAX-
HEAPIFY?

6.2-3
What is the effect of calling MAX-HEAPIFY (A, i) when the element A[7] is larger
than its children?

6.2-4
What is the effect of calling MAX-HEAPIFY (A4,1) fori > A.heap-size/2?

6.2-5

The code for MAX-HEAPIFY is quite efficient in terms of constant factors, except
possibly for the recursive call in line 10, which might cause some compilers to
produce inefficient code. Write an efficient MAX-HEAPIFY that uses an iterative
control construct (a loop) instead of recursion.

6.2-6

Show that the worst-case running time of MAX-HEAPIFY on a heap of size n
is Q(lgn). (Hint: For a heap with n nodes, give node values that cause MAX-
HEAPIFY to be called recursively at every node on a simple path from the root
down to a leaf.)

6.3 Building a heap

We can use the procedure MAX-HEAPIFY in a bottom-up manner to convert an
array A[l..n], where n = A.length, into a max-heap. By Exercise 6.1-7, the
elements in the subarray A[(|n/2]|+1)..n] are all leaves of the tree, and so each is
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a l-element heap to begin with. The procedure BUILD-MAX-HEAP goes through
the remaining nodes of the tree and runs MAX-HEAPIFY on each one.

BUILD-MAX-HEAP(A)

1 A.heap-size = A.length
2 fori = |A.length/2| downto 1
3 MAX-HEAPIFY (A, 1)

Figure 6.3 shows an example of the action of BUILD-MAX-HEAP.
To show why BUILD-MAX-HEAP works correctly, we use the following loop
invariant:

At the start of each iteration of the for loop of lines 2-3, each node i + 1,
i +2,...,n is the root of a max-heap.

We need to show that this invariant is true prior to the first loop iteration, that each
iteration of the loop maintains the invariant, and that the invariant provides a useful
property to show correctness when the loop terminates.

Initialization: Prior to the first iteration of the loop, i = |n/2]. Each node
[n/2] +1,|n/2] +2,...,nis aleaf and is thus the root of a trivial max-heap.

Maintenance: To see that each iteration maintains the loop invariant, observe that
the children of node i are numbered higher than i. By the loop invariant, there-
fore, they are both roots of max-heaps. This is precisely the condition required
for the call MAX-HEAPIFY (A4, i) to make node i a max-heap root. Moreover,
the MAX-HEAPIFY call preserves the property that nodes i + 1,i + 2,...,n
are all roots of max-heaps. Decrementing i in the for loop update reestablishes
the loop invariant for the next iteration.

Termination: At termination, i = 0. By the loop invariant, each node 1,2,...,n
is the root of a max-heap. In particular, node 1 is.

We can compute a simple upper bound on the running time of BUILD-MAX-
HEAP as follows. Each call to MAX-HEAPIFY costs O(lgn) time, and BUILD-
MAX-HEAP makes O(n) such calls. Thus, the running time is O(nlgn). This
upper bound, though correct, is not asymptotically tight.

We can derive a tighter bound by observing that the time for MAX-HEAPIFY to
run at a node varies with the height of the node in the tree, and the heights of most
nodes are small. Our tighter analysis relies on the properties that an n-element heap
has height |lgn | (see Exercise 6.1-2) and at most [n / 2h+1-| nodes of any height &
(see Exercise 6.3-3).

The time required by MAX-HEAPIFY when called on a node of height 4 is O(h),
and so we can express the total cost of BUILD-MAX-HEAP as being bounded from
above by
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Al4a]1]3]2]16]9]10]14]8]7]

Figure 6.3 The operation of BUILD-MAX-HEAP, showing the data structure before the call to
MAX-HEAPIFY in line 3 of BUILD-MAX-HEAP. (a) A 10-element input array A and the bi-
nary tree it represents. The figure shows that the loop index i refers to node 5 before the call
MAX-HEAPIFY(A,i). (b) The data structure that results. The loop index i for the next iteration
refers to node 4. (¢)—(e) Subsequent iterations of the for loop in BUILD-MAX-HEAP. Observe that
whenever MAX-HEAPIFY is called on a node, the two subtrees of that node are both max-heaps.
(f) The max-heap after BUILD-MAX-HEAP finishes.
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Llgn] n Llgn] h
}; [2}2“} O(h) = 0 (n }; 27) .

We evalaute the last summation by substituting x = 1/2 in the formula (A.8),
yielding

—h 1/2
;27 T (1-1/2)2
= 2.

Thus, we can bound the running time of BUILD-MAX-HEAP as

lign] h 00 h
h=0 h=0

= 0O(n).

Hence, we can build a max-heap from an unordered array in linear time.

We can build a min-heap by the procedure BUILD-MIN-HEAP, which is the
same as BUILD-MAX-HEAP but with the call to MAX-HEAPIFY in line 3 replaced
by a call to MIN-HEAPIFY (see Exercise 6.2-2). BUILD-MIN-HEAP produces a
min-heap from an unordered linear array in linear time.

Exercises

6.3-1
Using Figure 6.3 as a model, illustrate the operation of BUILD-MAX-HEAP on the
array A = (5,3,17,10,84,19,6,22,9).

6.3-2
Why do we want the loop index 7 in line 2 of BUILD-MAX-HEAP to decrease from
| A.length/2] to 1 rather than increase from 1 to | A.length/2]|?

6.3-3
Show that there are at most |_n / 2h+1-| nodes of height / in any n-element heap.

6.4 The heapsort algorithm

The heapsort algorithm starts by using BUILD-MAX-HEAP to build a max-heap
on the input array A[l..n], where n = A.length. Since the maximum element
of the array is stored at the root A[1], we can put it into its correct final position
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by exchanging it with A[n]. If we now discard node n from the heap—and we
can do so by simply decrementing A.heap-size—we observe that the children of
the root remain max-heaps, but the new root element might violate the max-heap
property. All we need to do to restore the max-heap property, however, is call
MAX-HEAPIFY (A4, 1), which leaves a max-heap in A[1..n — 1]. The heapsort
algorithm then repeats this process for the max-heap of size n — 1 down to a heap
of size 2. (See Exercise 6.4-2 for a precise loop invariant.)

HEAPSORT(A)

1 BUILD-MAX-HEAP(A)
2 fori = A.length downto 2

3 exchange A[1] with A[i]
4 A.heap-size = A.heap-size — 1
5 MAX-HEAPIFY (4, 1)

Figure 6.4 shows an example of the operation of HEAPSORT after line 1 has built
the initial max-heap. The figure shows the max-heap before the first iteration of
the for loop of lines 2-5 and after each iteration.

The HEAPSORT procedure takes time O(n1gn), since the call to BUILD-MAX-
HEAP takes time O(n) and each of the n — 1 calls to MAX-HEAPIFY takes
time O(lgn).

Exercises

6.4-1
Using Figure 6.4 as a model, illustrate the operation of HEAPSORT on the array
A=(5,13,2,25,7,17,20, 8, 4).

6.4-2
Argue the correctness of HEAPSORT using the following loop invariant:

At the start of each iteration of the for loop of lines 2-5, the subarray
A[l..i] is a max-heap containing the i smallest elements of A[l..n], and
the subarray A[i + 1..n] contains the n — i largest elements of A[l..n],
sorted.

6.4-3
What is the running time of HEAPSORT on an array A of length n that is already
sorted in increasing order? What about decreasing order?

6.4-4
Show that the worst-case running time of HEAPSORT is Q(nlgn).
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Figure 6.4 The operation of HEAPSORT. (a) The max-heap data structure just after BUILD-MAX-
HEAP has built it in line 1. (b)—(j) The max-heap just after each call of MAX-HEAPIFY in line 5,
showing the value of i at that time. Only lightly shaded nodes remain in the heap. (k) The resulting
sorted array A.
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645 x
Show that when all elements are distinct, the best-case running time of HEAPSORT
is Q(nlgn).

6.5 Priority queues

Heapsort is an excellent algorithm, but a good implementation of quicksort, pre-
sented in Chapter 7, usually beats it in practice. Nevertheless, the heap data struc-
ture itself has many uses. In this section, we present one of the most popular ap-
plications of a heap: as an efficient priority queue. As with heaps, priority queues
come in two forms: max-priority queues and min-priority queues. We will focus
here on how to implement max-priority queues, which are in turn based on max-
heaps; Exercise 6.5-3 asks you to write the procedures for min-priority queues.

A priority queue is a data structure for maintaining a set S of elements, each
with an associated value called a key. A max-priority queue supports the following
operations:

INSERT(S, x) inserts the element x into the set S, which is equivalent to the oper-
ation S = S U {x}.

MAXIMUM(S) returns the element of S with the largest key.
EXTRACT-MAX(S) removes and returns the element of S with the largest key.

INCREASE-KEY (S, x, k) increases the value of element x’s key to the new value k,
which is assumed to be at least as large as x’s current key value.

Among their other applications, we can use max-priority queues to schedule
jobs on a shared computer. The max-priority queue keeps track of the jobs to
be performed and their relative priorities. When a job is finished or interrupted,
the scheduler selects the highest-priority job from among those pending by calling
EXTRACT-MAX. The scheduler can add a new job to the queue at any time by
calling INSERT.

Alternatively, a min-priority queue supports the operations INSERT, MINIMUM,
EXTRACT-MIN, and DECREASE-KEY. A min-priority queue can be used in an
event-driven simulator. The items in the queue are events to be simulated, each
with an associated time of occurrence that serves as its key. The events must be
simulated in order of their time of occurrence, because the simulation of an event
can cause other events to be simulated in the future. The simulation program calls
EXTRACT-MIN at each step to choose the next event to simulate. As new events are
produced, the simulator inserts them into the min-priority queue by calling INSERT.
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We shall see other uses for min-priority queues, highlighting the DECREASE-KEY
operation, in Chapters 23 and 24.

Not surprisingly, we can use a heap to implement a priority queue. In a given ap-
plication, such as job scheduling or event-driven simulation, elements of a priority
queue correspond to objects in the application. We often need to determine which
application object corresponds to a given priority-queue element, and vice versa.
When we use a heap to implement a priority queue, therefore, we often need to
store a handle to the corresponding application object in each heap element. The
exact makeup of the handle (such as a pointer or an integer) depends on the ap-
plication. Similarly, we need to store a handle to the corresponding heap element
in each application object. Here, the handle would typically be an array index.
Because heap elements change locations within the array during heap operations,
an actual implementation, upon relocating a heap element, would also have to up-
date the array index in the corresponding application object. Because the details
of accessing application objects depend heavily on the application and its imple-
mentation, we shall not pursue them here, other than noting that in practice, these
handles do need to be correctly maintained.

Now we discuss how to implement the operations of a max-priority queue. The
procedure HEAP-MAXIMUM implements the MAXIMUM operation in ®(1) time.

HEAP-MAXIMUM (A)
1 return A[l]

The procedure HEAP-EXTRACT-MAX implements the EXTRACT-MAX opera-
tion. It is similar to the for loop body (lines 3-5) of the HEAPSORT procedure.

HEAP-EXTRACT-MAX (A)

1 if A.heap-size < 1

2 error “heap underflow”

3 max = A[l]

4 A[l] = A[A.heap-size]

5 A.heap-size = A.heap-size — 1
6 MAX-HEAPIFY(4,1)

7 return max

The running time of HEAP-EXTRACT-MAX is O(lgn), since it performs only a
constant amount of work on top of the O(lgn) time for MAX-HEAPIFY.

The procedure HEAP-INCREASE-KEY implements the INCREASE-KEY opera-
tion. An index i into the array identifies the priority-queue element whose key we
wish to increase. The procedure first updates the key of element A[i] to its new
value. Because increasing the key of A[i] might violate the max-heap property,



164

Chapter 6 Heapsort

the procedure then, in a manner reminiscent of the insertion loop (lines 5-7) of
INSERTION-SORT from Section 2.1, traverses a simple path from this node toward
the root to find a proper place for the newly increased key. As HEAP-INCREASE-
KEY traverses this path, it repeatedly compares an element to its parent, exchang-
ing their keys and continuing if the element’s key is larger, and terminating if the el-
ement’s key is smaller, since the max-heap property now holds. (See Exercise 6.5-5
for a precise loop invariant.)

HEAP-INCREASE-KEY (4, i, key)

1 ifkey < A[i]

2 error “new key is smaller than current key”
3 Ali] = key

4 whilei > 1 and A[PARENT(7)] < A[i]

5 exchange A[i] with A[PARENT(i)]

6 i = PARENT(i)

Figure 6.5 shows an example of a HEAP-INCREASE-KEY operation. The running
time of HEAP-INCREASE-KEY on an n-element heap is O(Ign), since the path
traced from the node updated in line 3 to the root has length O(lgn).

The procedure MAX-HEAP-INSERT implements the INSERT operation. It takes
as an input the key of the new element to be inserted into max-heap A. The proce-
dure first expands the max-heap by adding to the tree a new leaf whose key is —oo.
Then it calls HEAP-INCREASE-KEY to set the key of this new node to its correct
value and maintain the max-heap property.

MAX-HEAP-INSERT (A, key)

1 A.heap-size = A.heap-size + 1

2 A[A.heap-size] = —o0

3 HEAP-INCREASE-KEY (A, A.heap-size, key)

The running time of MAX-HEAP-INSERT on an n-element heap is O(lgn).
In summary, a heap can support any priority-queue operation on a set of size n
in O(lgn) time.

Exercises

6.5-1
Ilustrate the operation of HEAP-EXTRACT-MAX on the heap A = (15, 13, 9, 5,
12,8,7,4,0,6,2,1).
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Figure 6.5 The operation of HEAP-INCREASE-KEY. (a) The max-heap of Figure 6.4(a) with a
node whose index is i heavily shaded. (b) This node has its key increased to 15. (¢) After one
iteration of the while loop of lines 4-6, the node and its parent have exchanged keys, and the index i
moves up to the parent. (d) The max-heap after one more iteration of the while loop. At this point,
A[PARENT(i)] > A[i]. The max-heap property now holds and the procedure terminates.

6.5-2
Tllustrate the operation of MAX-HEAP-INSERT (A, 10) on the heap A = (15,13, 9,
5,12,8,7,4,0,6,2,1).

6.5-3

Write pseudocode for the procedures HEAP-MINIMUM, HEAP-EXTRACT-MIN,
HEAP-DECREASE-KEY, and MIN-HEAP-INSERT that implement a min-priority
queue with a min-heap.

6.5-4
Why do we bother setting the key of the inserted node to —oc in line 2 of MAX-
HEAP-INSERT when the next thing we do is increase its key to the desired value?
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The quicksort algorithm has a worst-case running time of ®(n2) on an input array
of n numbers. Despite this slow worst-case running time, quicksort is often the best
practical choice for sorting because it is remarkably efficient on the average: its
expected running time is @ (n 1g n), and the constant factors hidden in the ®(n 1gn)
notation are quite small. It also has the advantage of sorting in place (see page 17),
and it works well even in virtual-memory environments.

Section 7.1 describes the algorithm and an important subroutine used by quick-
sort for partitioning. Because the behavior of quicksort is complex, we start with
an intuitive discussion of its performance in Section 7.2 and postpone its precise
analysis to the end of the chapter. Section 7.3 presents a version of quicksort that
uses random sampling. This algorithm has a good expected running time, and no
particular input elicits its worst-case behavior. Section 7.4 analyzes the random-
ized algorithm, showing that it runs in ®(n2) time in the worst case and, assuming
distinct elements, in expected O(nlgn) time.

7.1 Description of quicksort

Quicksort, like merge sort, applies the divide-and-conquer paradigm introduced
in Section 2.3.1. Here is the three-step divide-and-conquer process for sorting a
typical subarray A[p..r]:

Divide: Partition (rearrange) the array A[p ..r] into two (possibly empty) subar-
rays A[p..q — 1] and A[g + 1 ..r] such that each element of A[p .. g — 1] is
less than or equal to A[g], which is, in turn, less than or equal to each element
of Alg + 1..r]. Compute the index ¢ as part of this partitioning procedure.

Conquer: Sort the two subarrays A[p..qg — 1] and A[g + 1..r] by recursive calls
to quicksort.
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Combine: Because the subarrays are already sorted, no work is needed to combine
them: the entire array A[p ..r] is now sorted.

The following procedure implements quicksort:

QUICKSORT(A, p,r)

1 ifp<r

2 q = PARTITION(A, p,r)
3 QUICKSORT(4, p,q — 1)
4 QUICKSORT(A4,q + 1,r)

To sort an entire array A, the initial call is QUICKSORT (A, 1, A.length).

Partitioning the array

The key to the algorithm is the PARTITION procedure, which rearranges the subar-
ray A[p ..r] in place.

PARTITION(A, p,r)

1 x = Alr]

2 i=p-—1

3 forj =ptor—1

4 if A[j] =x

5 i=i+1

6 exchange A[i] with A[/]
7 exchange A[i + 1] with A[r]

8 returni + 1

Figure 7.1 shows how PARTITION works on an 8-element array. PARTITION
always selects an element x = A[r] as a pivot element around which to partition the
subarray A[p ..r]. As the procedure runs, it partitions the array into four (possibly
empty) regions. At the start of each iteration of the for loop in lines 3—6, the regions
satisfy certain properties, shown in Figure 7.2. We state these properties as a loop
invariant:

At the beginning of each iteration of the loop of lines 3-6, for any array
index k,

1.If p <k <i,then A[k] < x.
2.Ifi +1 <k <j—1,then A[k] > x.
3. If k = r, then A[k] = x.
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Figure 7.1 The operation of PARTITION on a sample array. Array entry A[r] becomes the pivot
element x. Lightly shaded array elements are all in the first partition with values no greater than x.
Heavily shaded elements are in the second partition with values greater than x. The unshaded el-
ements have not yet been put in one of the first two partitions, and the final white element is the
pivot x. (a) The initial array and variable settings. None of the elements have been placed in either
of the first two partitions. (b) The value 2 is “swapped with itself”” and put in the partition of smaller
values. (¢)—(d) The values 8 and 7 are added to the partition of larger values. (e) The values 1 and 8
are swapped, and the smaller partition grows. (f) The values 3 and 7 are swapped, and the smaller
partition grows. (g)—(h) The larger partition grows to include 5 and 6, and the loop terminates. (i) In
lines 7-8, the pivot element is swapped so that it lies between the two partitions.

The indices between j and r — 1 are not covered by any of the three cases, and the
values in these entries have no particular relationship to the pivot x.

We need to show that this loop invariant is true prior to the first iteration, that
each iteration of the loop maintains the invariant, and that the invariant provides a
useful property to show correctness when the loop terminates.
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<x >x unrestricted

Figure 7.2 The four regions maintained by the procedure PARTITION on a subarray A[p ..r]. The
values in A[p .. 7] are all less than or equal to x, the values in A[i + 1..j — 1] are all greater than x,
and A[r] = x. The subarray A[j ..r — 1] can take on any values.

Initialization: Prior to the first iteration of the loop, i = p — 1 and j = p. Be-
cause no values lie between p and i and no values lie betweeni + 1 and j — 1,
the first two conditions of the loop invariant are trivially satisfied. The assign-
ment in line 1 satisfies the third condition.

Maintenance: As Figure 7.3 shows, we consider two cases, depending on the
outcome of the test in line 4. Figure 7.3(a) shows what happens when A[j] > x;
the only action in the loop is to increment j. After j is incremented, condition 2
holds for A[j — 1] and all other entries remain unchanged. Figure 7.3(b) shows
what happens when A[j] < x; the loop increments i, swaps A[i] and A[]],
and then increments j. Because of the swap, we now have that A[i] < x, and
condition 1 is satisfied. Similarly, we also have that A[j — 1] > x, since the
item that was swapped into A[j — 1] is, by the loop invariant, greater than x.

Termination: At termination, j = r. Therefore, every entry in the array is in one
of the three sets described by the invariant, and we have partitioned the values
in the array into three sets: those less than or equal to x, those greater than x,
and a singleton set containing x.

The final two lines of PARTITION finish up by swapping the pivot element with
the leftmost element greater than x, thereby moving the pivot into its correct place
in the partitioned array, and then returning the pivot’s new index. The output of
PARTITION now satisfies the specifications given for the divide step. In fact, it
satisfies a slightly stronger condition: after line 2 of QUICKSORT, A[g] is strictly
less than every element of A[g + 1..7].

The running time of PARTITION on the subarray A[p..r] is ®(n), where
n=r — p+ 1 (see Exercise 7.1-3).

Exercises

7.1-1
Using Figure 7.1 as a model, illustrate the operation of PARTITION on the array
A=(13,19,9,5,12,8,7,4,21,2,6,11).
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Figure 7.3 The two cases for one iteration of procedure PARTITION. (a) If A[j] > x, the only
action is to increment j, which maintains the loop invariant. (b) If A[j] < x, index i is incremented,
Ali] and A[j] are swapped, and then j is incremented. Again, the loop invariant is maintained.

7.1-2

What value of ¢ does PARTITION return when all elements in the array A[p..r]
have the same value? Modify PARTITION so that ¢ = [(p + r)/2] when all
elements in the array A[p .. r] have the same value.

7.1-3
Give a brief argument that the running time of PARTITION on a subarray of size n
is O(n).

7.1-4
How would you modify QUICKSORT to sort into nonincreasing order?

7.2 Performance of quicksort

The running time of quicksort depends on whether the partitioning is balanced or
unbalanced, which in turn depends on which elements are used for partitioning.
If the partitioning is balanced, the algorithm runs asymptotically as fast as merge
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sort. If the partitioning is unbalanced, however, it can run asymptotically as slowly
as insertion sort. In this section, we shall informally investigate how quicksort
performs under the assumptions of balanced versus unbalanced partitioning.

Worst-case partitioning

The worst-case behavior for quicksort occurs when the partitioning routine pro-
duces one subproblem with n — 1 elements and one with O elements. (We prove
this claim in Section 7.4.1.) Let us assume that this unbalanced partitioning arises
in each recursive call. The partitioning costs ®(#n) time. Since the recursive call
on an array of size 0 just returns, 7(0) = ©(1), and the recurrence for the running
time is

Tn) = Tm—1)+T(0)+ On)
= T(nh—-1)+06(n).

Intuitively, if we sum the costs incurred at each level of the recursion, we get
an arithmetic series (equation (A.2)), which evaluates to ®(n?). Indeed, it is
straightforward to use the substitution method to prove that the recurrence 7'(n) =
T(n — 1) + ©(n) has the solution 7' (n) = ©(n?). (See Exercise 7.2-1.)

Thus, if the partitioning is maximally unbalanced at every recursive level of the
algorithm, the running time is ®(n?). Therefore the worst-case running time of
quicksort is no better than that of insertion sort. Moreover, the ®(n?) running time
occurs when the input array is already completely sorted—a common situation in
which insertion sort runs in O(n) time.

Best-case partitioning

In the most even possible split, PARTITION produces two subproblems, each of
size no more than n/2, since one is of size [n/2| and one of size [n/2] — 1. In this
case, quicksort runs much faster. The recurrence for the running time is then

T(n)=2Tn/2) 4+ Om),

where we tolerate the sloppiness from ignoring the floor and ceiling and from sub-
tracting 1. By case 2 of the master theorem (Theorem 4.1), this recurrence has the
solution 7'(n) = ®O(nlgn). By equally balancing the two sides of the partition at
every level of the recursion, we get an asymptotically faster algorithm.

Balanced partitioning

The average-case running time of quicksort is much closer to the best case than to
the worst case, as the analyses in Section 7.4 will show. The key to understand-
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Figure 7.4 A recursion tree for QUICKSORT in which PARTITION always produces a 9-to-1 split,
yielding a running time of O (n lgn). Nodes show subproblem sizes, with per-level costs on the right.
The per-level costs include the constant ¢ implicit in the ®(n) term.

ing why is to understand how the balance of the partitioning is reflected in the
recurrence that describes the running time.

Suppose, for example, that the partitioning algorithm always produces a 9-to-1
proportional split, which at first blush seems quite unbalanced. We then obtain the
recurrence

T'(n) =TOn/10) + T(n/10) +cn ,

on the running time of quicksort, where we have explicitly included the constant ¢
hidden in the ®(n) term. Figure 7.4 shows the recursion tree for this recurrence.
Notice that every level of the tree has cost cn, until the recursion reaches a bound-
ary condition at depth log,,n = ©(Ign), and then the levels have cost at most cn.
The recursion terminates at depth log,y,on = ©(lgn). The total cost of quick-
sort is therefore O(nlgn). Thus, with a 9-to-1 proportional split at every level of
recursion, which intuitively seems quite unbalanced, quicksort runs in O(nlgn)
time —asymptotically the same as if the split were right down the middle. Indeed,
even a 99-to-1 split yields an O(n 1g n) running time. In fact, any split of constant
proportionality yields a recursion tree of depth ®(lg n), where the cost at each level
is O(n). The running time is therefore O(nlgn) whenever the split has constant
proportionality.
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Figure 7.5 (a) Two levels of a recursion tree for quicksort. The partitioning at the root costs n
and produces a “bad” split: two subarrays of sizes 0 and n — 1. The partitioning of the subarray of
size n — 1 costs n — 1 and produces a “good” split: subarrays of size (n — 1)/2 — 1 and (n — 1)/2.
(b) A single level of a recursion tree that is very well balanced. In both parts, the partitioning cost for
the subproblems shown with elliptical shading is ®(n). Yet the subproblems remaining to be solved
in (a), shown with square shading, are no larger than the corresponding subproblems remaining to be
solved in (b).

Intuition for the average case

To develop a clear notion of the randomized behavior of quicksort, we must make
an assumption about how frequently we expect to encounter the various inputs.
The behavior of quicksort depends on the relative ordering of the values in the
array elements given as the input, and not by the particular values in the array. As
in our probabilistic analysis of the hiring problem in Section 5.2, we will assume
for now that all permutations of the input numbers are equally likely.

When we run quicksort on a random input array, the partitioning is highly un-
likely to happen in the same way at every level, as our informal analysis has as-
sumed. We expect that some of the splits will be reasonably well balanced and
that some will be fairly unbalanced. For example, Exercise 7.2-6 asks you to show
that about 80 percent of the time PARTITION produces a split that is more balanced
than 9 to 1, and about 20 percent of the time it produces a split that is less balanced
than 9to 1.

In the average case, PARTITION produces a mix of “good” and “bad” splits. In a
recursion tree for an average-case execution of PARTITION, the good and bad splits
are distributed randomly throughout the tree. Suppose, for the sake of intuition,
that the good and bad splits alternate levels in the tree, and that the good splits
are best-case splits and the bad splits are worst-case splits. Figure 7.5(a) shows
the splits at two consecutive levels in the recursion tree. At the root of the tree,
the cost is n for partitioning, and the subarrays produced have sizes n — 1 and 0:
the worst case. At the next level, the subarray of size n — 1 undergoes best-case
partitioning into subarrays of size (n — 1)/2 — 1 and (n — 1)/2. Let’s assume that
the boundary-condition cost is 1 for the subarray of size 0.
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