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Chapter 1.  Introduction 

 Why Data Mining? 

 What Is Data Mining? 

 A Multi-Dimensional View of Data Mining 

 What Kind of Data Can Be Mined? 

 What Kinds of Patterns Can Be Mined? 

 What Technology Are Used? 
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Why Data Mining?  

 The Explosive Growth of Data: from terabytes to petabytes 

 Data collection and data availability 

 Automated data collection tools, database systems, Web, 

computerized society 

 Major sources of abundant data 

 Business: Web, e-commerce, transactions, stocks, …  

 Science: Remote sensing, bioinformatics, scientific simulation, …  

 Society and everyone: news, digital cameras, YouTube    

 We are drowning in data, but starving for knowledge!  

 “Necessity is the mother of invention”—Data mining—Automated 

analysis of massive data sets 
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What Is Data Mining? 

 Data mining (knowledge discovery from data)  

 Extraction of interesting (non-trivial, implicit, previously 

unknown and potentially useful) patterns or knowledge from 

huge amount of data 

 Alternative names 

 Knowledge discovery (mining) in databases (KDD), knowledge 

extraction, data/pattern analysis, data archeology, information 

harvesting, business intelligence, etc. 

 Watch out: Is everything “data mining”?  

 Simple search and query processing    

 (Deductive) expert systems 
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Knowledge Discovery (KDD) Process 

 This is a view from typical 
database systems and data 
warehousing communities 

 Data mining plays an essential 
role in the knowledge discovery 
process 

Data Cleaning 

Data Integration 

Databases 

Data Warehouse 

Task-relevant Data 

Selection 

Data Mining 

Pattern Evaluation 
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Example: A Web Mining Framework 

 Web mining usually involves 

 Data cleaning 

 Data integration from multiple sources 

 Warehousing the data 

 Data cube construction 

 Data selection for data mining 

 Data mining 

 Presentation of the mining results 

 Patterns and knowledge to be used or stored into 

knowledge-base 
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Data Mining in Business Intelligence  

Increasing potential 

to support 

business decisions End User 

Business 

  Analyst 

     Data 
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DBA 

Decision 
Making 

Data Presentation 

Visualization Techniques 

Data Mining 
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Data Exploration 

Statistical Summary, Querying, and 

Reporting 
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Paper, Files, Web documents, Scientific experiments, Database Systems 
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KDD Process: A Typical View from ML and 
Statistics 

Input Data Data 
Mining 

Data Pre-
Processing 

Post-
Processing 

 This is a view from typical machine learning and statistics communities 

Data integration 

Normalization 

Feature selection 

Dimension reduction 

Pattern discovery 
Association & correlation 
Classification 
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Outlier analysis 
… … … … 

Pattern evaluation 

Pattern selection 

Pattern interpretation 

Pattern visualization 
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Multi-Dimensional View of Data Mining 

 Data to be mined 

 Database data (extended-relational, object-oriented, heterogeneous, 
legacy), data warehouse, transactional data, stream 

 Knowledge to be mined (or: Data mining functions) 

 Association, classification, clustering, trend/deviation, outlier 
analysis, etc. 

 Descriptive vs. predictive data mining  

 Multiple/integrated functions and mining at multiple levels 

 Techniques utilized 

 Data warehouse (OLAP), machine learning, statistics, pattern 
recognition, visualization, etc. 

 Applications adapted 

 Retail, telecommunication, banking, fraud analysis, bio-data mining, 
stock market analysis, text mining, Web mining, etc. 
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Data Mining: On What Kinds of Data? 

 Database-oriented data sets and applications 

 Relational database, data warehouse, transactional database 

 Advanced data sets and advanced applications  

 Data streams and sensor data 

 Time-series data, temporal data, sequence data (incl. bio-sequences)  

 Structure data, graphs, social networks and multi-linked data 

 Object-relational databases 

 Heterogeneous databases and legacy databases 

 Spatial data and spatiotemporal data 

 Multimedia database 

 Text databases 

 The World-Wide Web 
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Data Mining Function: (1) Generalization 

 Information integration and data warehouse construction 

 Data cleaning, transformation, integration, and 

multidimensional data model 

 Data cube technology 

 Scalable methods for computing (i.e., materializing) 

multidimensional aggregates 

 OLAP (online analytical processing) 

 Multidimensional concept description: Characterization 

and discrimination 

 Generalize, summarize, and contrast data 

characteristics, e.g., dry vs. wet region 
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Data Mining Function: (2) Association and 
Correlation Analysis 

 Frequent patterns (or frequent itemsets) 

 What items are frequently purchased together in your 

Walmart? 

 Association, correlation vs. causality 

 A typical association rule 

 Diaper  Beer [0.5%, 75%]  (support, confidence) 

 Are strongly associated items also strongly correlated? 

 How to mine such patterns and rules efficiently in large 

datasets? 

 How to use such patterns for classification, clustering, 

and other applications? 
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Data Mining Function: (3) Classification 

 Classification and label prediction   

 Construct models (functions) based on some training examples 

 Describe and distinguish classes or concepts for future prediction 

 E.g., classify countries based on (climate), or classify cars 

based on (gas mileage) 

 Predict some unknown class labels 

 Typical methods 

 Decision trees, naïve Bayesian classification, support vector 

machines, neural networks, rule-based classification, pattern-

based classification, logistic regression, … 

 Typical applications: 

 Credit card fraud detection, direct marketing, classifying stars, 

diseases,  web-pages, … 
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Data Mining Function: (4) Cluster Analysis 

 Unsupervised learning (i.e., Class label is unknown) 

 Group data to form new categories (i.e., clusters), e.g., 

cluster houses to find distribution patterns 

 Principle: Maximizing intra-class similarity & minimizing 

interclass similarity 

 Many methods and applications 
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Data Mining Function: (5) Outlier Analysis 

 Outlier analysis 

 Outlier: A data object that does not comply with the general 

behavior of the data 

 Noise or exception? ― One person’s garbage could be another 

person’s treasure 

 Methods: by product of clustering or regression analysis, … 

 Useful in fraud detection, rare events analysis 
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Time and Ordering: Sequential Pattern, 
Trend and Evolution Analysis 

 Sequence, trend and evolution analysis 

 Trend, time-series, and deviation analysis: e.g., 
regression and value prediction 

 Sequential pattern mining 

 e.g., first buy digital camera, then buy large SD 
memory cards 

 Periodicity analysis 

 Similarity-based analysis 

 Mining data streams 

 Ordered, time-varying, potentially infinite, data streams 
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Evaluation of Knowledge 

 Are all mined knowledge interesting? 

 One can mine tremendous amount of “patterns” and knowledge 

 Some may fit only certain dimension space (time, location, …) 

 Some may not be representative, may be transient, … 

 Evaluation of mined knowledge → directly mine only 

interesting knowledge? 

 Descriptive vs. predictive 

 Coverage 

 Typicality vs. novelty 

 Accuracy 

 Timeliness 

 … 
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Data Mining: Confluence of Multiple Disciplines  

Data Mining 

Machine 
Learning 

Statistics 

Applications 

Algorithm 

Pattern 
Recognition 

High-Performance 
Computing 

Visualization 

Database  
Technology 
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Why Confluence of Multiple Disciplines? 

 Tremendous amount of data 

 Algorithms must be highly scalable to handle such as tera-bytes of 
data 

 High-dimensionality of data  

 Micro-array may have tens of thousands of dimensions 

 High complexity of data 

 Data streams and sensor data 

 Time-series data, temporal data, sequence data  

 Structure data, graphs, social networks and multi-linked data 

 Heterogeneous databases and legacy databases 

 Spatial, spatiotemporal, multimedia, text and Web data 

 Software programs, scientific simulations 

 New and sophisticated applications 
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Summary 

 Data mining: Discovering interesting patterns and knowledge from 

massive amount of data 

 A natural evolution of database technology, in great demand, with 

wide applications 

 A KDD process includes data cleaning, data integration, data 

selection, transformation, data mining, pattern evaluation, and 

knowledge presentation 

 Mining can be performed in a variety of data 

 Data mining functionalities: characterization, discrimination, 

association, classification, clustering, outlier and trend analysis, etc. 
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Chapter 2: Getting to Know Your Data 

 Data Objects and Attribute Types 

 Basic Statistical Descriptions of Data 

 Data Visualization 

 Measuring Data Similarity and Dissimilarity 

 Summary 
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Types of Data Sets  

 Record 

 Relational records 

 Data matrix, e.g., numerical matrix, 

crosstabs 

 Document data: text documents: term-

frequency vector 

 Transaction data 

 Graph and network 

 World Wide Web 

 Social or information networks 

 Molecular Structures 

 Ordered 

 Video data: sequence of images 

 Temporal data: time-series 

 Sequential Data: transaction sequences 

 Genetic sequence data 

 Spatial, image and multimedia: 

 Spatial data: maps 

 Image data:  

 Video data: 
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1 0 0 1 2 2 0 3 0

TID Items 

1 Bread, Coke, Milk 

2 Beer, Bread 

3 Beer, Coke, Diaper, Milk 

4 Beer, Bread, Diaper, Milk 

5 Coke, Diaper, Milk 
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Attributes 

 Attribute (or dimensions, features, variables): 
a data field, representing a characteristic or feature 
of a data object. 

 E.g., customer _ID, name, address 

 Types: 

 Nominal 

 Binary 

 Numeric: quantitative 

 Interval-scaled 

 Ratio-scaled 
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Attribute Types  

 Nominal: categories, states, or “names of things” 

 Hair_color = {auburn, black, blond, brown, grey, red, white} 

 marital status, occupation, ID numbers, zip codes 

 Binary 

 Nominal attribute with only 2 states (0 and 1) 

 Symmetric binary: both outcomes equally important 

 e.g., gender 

 Asymmetric binary: outcomes not equally important.   

 e.g., medical test (positive vs. negative) 

 Convention: assign 1 to most important outcome (e.g., HIV 
positive) 

 Ordinal 

 Values have a meaningful order (ranking) but magnitude between 
successive values is not known. 

 Size = {small, medium, large}, grades, army rankings 
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Discrete vs. Continuous Attributes  

 Discrete Attribute 

 Has only a finite or countably infinite set of values 

 E.g., zip codes, profession, or the set of words in a 
collection of documents  

 Sometimes, represented as integer variables 

 Note: Binary attributes are a special case of discrete 
attributes  

 Continuous Attribute 

 Has real numbers as attribute values 

 E.g., temperature, height, or weight 

 Practically, real values can only be measured and 
represented using a finite number of digits 

 Continuous attributes are typically represented as 
floating-point variables 
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Graphic Displays of Basic Statistical Descriptions 

 Boxplot: graphic display of five-number summary 

 Histogram: x-axis are values, y-axis repres. frequencies  

 Quantile plot:  each value xi  is paired with fi  indicating 

that approximately 100 fi % of data  are  xi  

 Scatter plot: each pair of values is a pair of coordinates 

and plotted as points in the plane 
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Scatterplot Matrices ( Multidimentional data) 

Matrix of scatterplots (x-y-diagrams) of the k-dim. data [total of (k2/2-k) scatterplots] 
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Similarity and Dissimilarity 

 Similarity 

 Numerical measure of how alike two data objects are 

 Value is higher when objects are more alike 

 Often falls in the range [0,1] 

 Dissimilarity (e.g., distance) 

 Numerical measure of how different two data objects 
are 

 Lower when objects are more alike 

 Minimum dissimilarity is often 0 

 Upper limit varies 

 Proximity refers to a similarity or dissimilarity 
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Data Matrix and Dissimilarity Matrix 

 Data matrix 

 n data points with p 
dimensions 

 Two modes  

 

 Dissimilarity matrix 

 n data points, but 
registers only the 
distance  

 A triangular matrix 

 Single mode 
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Proximity Measure for Nominal Attributes 

 Can take 2 or more states, e.g., red, yellow, blue, 

green (generalization of a binary attribute) 

 Method 1: Simple matching 

 m: # of matches, p: total # of variables 

 

 Method 2: Use a large number of binary attributes 

 creating a new binary attribute for each of the 

M nominal states, for example create column 

for red, and register “Yes” when it is red and 

“No” when it is not red.  

p
mp

jid
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Proximity Measure for Binary Attributes 

 A contingency table for binary data 

 

 Distance measure for symmetric 

binary variables:  

 Distance measure for asymmetric 

binary variables:  

 Jaccard coefficient (similarity 

measure for asymmetric binary 

variables):  

Object i 

Object j 

q   هي عدد الحالات التي وجد فيها تطابق لسجلين في حقل معين وكانت قيمة

(  i)هي عدد الحالات التي يكون فيها السجل الأول  r، 1=السجلين عند هذا الحقل 

 لنفس الحقل  0والسجل الثاني يساوي  1يساوي 
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Dissimilarity between Binary Variables 

 Example 

 

 

 

 

 Gender is a symmetric attribute 

 The remaining attributes are asymmetric binary 

 Let the values Y and P be 1, and the value N 0 

Name Gender Fever Cough Test-1 Test-2 Test-3 Test-4

Jack M Y N P N N N

Mary F Y N P N P N

Jim M Y P N N N N

75.0
211

21
),(

67.0
111

11
),(

33.0
102

10
),(
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jimjackd

maryjackd
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Standardizing Numeric Data 

 Z-score:  

 X: raw score to be standardized, μ: mean of the population, σ: 

standard deviation 

 the distance between the raw score and the population mean in 

units of the standard deviation 

 negative when the raw score is below the mean, “+” when above 

 An alternative way: Calculate the mean absolute deviation 

 

where 

 

 standardized measure (z-score): 

 Using mean absolute deviation is more robust to outliers than using 

standard deviation, because the distance between the point and 

mean is not squared  
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Standardizing Numeric Data 

 Z-score Example :  
 Suppose that the mean and standard deviation of 

the values for the attribute income are $54,000 
and $16,000, respectively. What is z-score of 
income $73,600. 

 

 Solution: With z-score normalization, a value of 
$73,600 for income is transformed to 
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Example:  
Data Matrix and Dissimilarity Matrix 

point attribute1 attribute2

x1 1 2

x2 3 5

x3 2 0

x4 4 5

Dissimilarity Matrix  

(with Euclidean Distance) 

Data Matrix 
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Distance on Numeric Data: Minkowski Distance 

 Minkowski distance: A popular distance measure 

 

 

where  i = (xi1, xi2, …, xip) and j = (xj1, xj2, …, xjp) are two 
p-dimensional data objects, and h is the order (the 
distance so defined is also called L-h norm) 

 Properties 

 d(i, j) > 0 if i ≠ j, and d(i, i) = 0 (Positive definiteness) 

 d(i, j) = d(j, i)  (Symmetry) 

 d(i, j)  d(i, k) + d(k, j)  (Triangle Inequality) 

 A distance that satisfies these properties is a metric 
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Special Cases of Minkowski Distance 

 h = 1:  Manhattan (city block, L1 norm) distance  

 E.g., the Hamming distance: the number of bits that are 

different between two binary vectors 

 

 

 h = 2:  (L2 norm) Euclidean distance 

 

 

 h  .  “supremum” (Lmax norm, L norm) distance.  

 This is the maximum difference between any component 

(attribute) of the vectors 
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Example: Minkowski Distance 
Dissimilarity Matrices 

point attribute 1 attribute 2

x1 1 2

x2 3 5

x3 2 0

x4 4 5

L x1 x2 x3 x4

x1 0

x2 5 0

x3 3 6 0

x4 6 1 7 0

L2 x1 x2 x3 x4

x1 0

x2 3.61 0

x3 2.24 5.1 0

x4 4.24 1 5.39 0

L x1 x2 x3 x4

x1 0

x2 3 0

x3 2 5 0

x4 3 1 5 0

Manhattan (L1) 

Euclidean (L2) 

Supremum  
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Ordinal Variables 

 An ordinal variable can be discrete or continuous 

 Order is important, e.g., rank 

 Can be treated like interval-scaled  

 replace xif  by their rank  

 map the range of each variable onto [0, 1] by replacing 

i-th object in the f-th variable by 

 

 

 compute the dissimilarity using methods for interval-

scaled variables 
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Ordinal Variables 

There are three states for test-2: fair, 
good, and excellent, that is, Mf = 3.  
• For step 1, if we replace each value 

for test-2 by its rank, the four 
objects are assigned the ranks 3, 1, 
2, and 3, respectively.  

• Step 2 normalizes the ranking by 
mapping rank 1 to 0.0, rank 2 to 
0.5, and rank 3 to 1.0. 

• For step 3, we can use, say, the 
Euclidean distance equation, which 
results in the following dissimilarity 
matrix: 
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 Cosine Similarity 
 

 A document can be represented by thousands of attributes, each 
recording the frequency of a particular word (such as keywords) or 
phrase in the document. 

 

 

 

 

 

 Other vector objects: gene features in micro-arrays, … 

 Applications: information retrieval, biologic taxonomy, gene feature 
mapping, ... 

 Cosine measure: If d1 and d2 are two vectors (e.g., term-frequency 
vectors), then 

             cos(d1, d2) =  (d1  d2) /||d1|| ||d2|| ,  

   where  indicates vector dot product, ||d||: the length of vector d 
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 Example: Cosine Similarity 
 

 cos(d1, d2) =  (d1  d2) /||d1|| ||d2|| ,  

   where  indicates vector dot product, ||d|: the length of vector d 

 

 Ex: Find the similarity between documents 1 and 2. 

 

d1 =  (5, 0, 3, 0, 2, 0, 0, 2, 0, 0) 

d2 =  (3, 0, 2, 0, 1, 1, 0, 1, 0, 1) 

 

d1d2 = 5*3+0*0+3*2+0*0+2*1+0*1+0*1+2*1+0*0+0*1 = 25 

||d1||= (5*5+0*0+3*3+0*0+2*2+0*0+0*0+2*2+0*0+0*0)0.5=(42)0.5  
= 6.481 

||d2||= (3*3+0*0+2*2+0*0+1*1+1*1+0*0+1*1+0*0+1*1)0.5=(17)0.5       
= 4.12 

cos(d1, d2 ) = 0.94 
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Chapter 2: Getting to Know Your Data 

 Data Objects and Attribute Types 

 Basic Statistical Descriptions of Data 

 Data Visualization 

 Measuring Data Similarity and Dissimilarity 

 Summary 
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Summary 
 Data attribute types: nominal, binary, ordinal, interval-scaled, ratio-

scaled 

 Many types of data sets, e.g., numerical, text, graph, Web, image. 

 Gain insight into the data by: 

 Basic statistical data description: central tendency, dispersion,  

graphical displays 

 Data visualization: map data onto graphical primitives 

 Measure data similarity 

 Above steps are the beginning of data preprocessing.  

 Many methods have been developed but still an active area of research. 

28 
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Chapter 3. Data preprocessing 

 Data preprocessing: An overview 

        - Data Quality 

        - Major tasks in data preprocessing 

 Data Cleaning 

 Data Integration 

 Data Reduction 

 Data Transformation and Data Discretization 

 Summery  
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Data Quality: Why Preprocess the Data? 

 Measures for data quality: A multidimensional view 

 Accuracy: correct or wrong, accurate or not 

 Completeness: not recorded, unavailable, … 

 Consistency: some modified but some not, dangling, … 

 Timeliness: timely update? 

 Believability: how trustable the data are correct? 

 Interpretability: how easily the data can be understood? 
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Major Tasks in Data Preprocessing 

 Data cleaning  

       - Fill in missing values, smooth noisy data, identify or remove outliers,            
and resolve inconsistencies 

 Data integration 

       - Integration of multiple databases, data cubes, or files 

 Data reduction 

      - Dimensionality reduction 

      - Numerosity reduction 

      - Data compression 

 Data transformation and data discretization 

      - Normalization 

      - Concept hierarchy generation 



Data Cleaning 

 Data in the Real World Is Dirty: Lots of potentially incorrect data, 

e.g., instrument faulty, human or computer error, transmission error 

 incomplete: lacking attribute values, lacking certain attributes of 

interest, or containing only aggregate data 

 e.g., Occupation=“ ” (missing data) 

 noisy: containing noise, errors, or outliers 

 e.g., Salary=“−10” (an error) 

 inconsistent: containing discrepancies in codes or names, e.g., 

 Age=“42”, Birthday=“03/07/2010” 

 Was rating “1, 2, 3”, now rating “A, B, C” 

 discrepancy between duplicate records 

 Intentional (e.g., disguised missing data) 

 Jan. 1 as everyone’s birthday? 
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Incomplete (Missing) Data 

 Data is not always available 

 E.g., many tuples have no recorded value for several 

attributes, such as customer income in sales data 

 Missing data may be due to  

 equipment malfunction 

 inconsistent with other recorded data and thus deleted 

 data not entered due to misunderstanding 

 certain data may not be considered important at the 

time of entry 

 not register history or changes of the data 

 Missing data may need to be inferred 
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How to Handle Missing Data? 

 Ignore the tuple: usually done when class label is missing 

(when doing classification)—not effective when the % of 

missing values per attribute varies considerably 

 Fill in the missing value manually: tedious + infeasible? 

 Fill in it automatically with 

 a global constant : e.g., “unknown”, a new class?!  

 the attribute mean 

 the attribute mean for all samples belonging to the same 

class: smarter 

 the most probable value: inference-based such as 

Bayesian formula or decision tree 



7 

Noisy Data 

 Noise: random error or variance in a measured variable 
 Incorrect attribute values may be due to 

 faulty data collection instruments 
 data entry problems 
 data transmission problems 
 technology limitation 
 inconsistency in naming convention  

 Other data problems which require data cleaning 
 duplicate records 
 incomplete data 
 inconsistent data 
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How to Handle Noisy Data? 

 Binning 
 first sort data and partition into (equal-frequency) bins 
 then one can smooth by bin means,  smooth by bin 

median, smooth by bin boundaries, etc. 
 Regression 

 smooth by fitting the data into regression functions 
 Clustering 

 detect and remove outliers 
 Combined computer and human inspection 

 detect suspicious values and check by human (e.g., 
deal with possible outliers) 
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Data Mining: On What Kinds of Data? 

 Database-oriented data sets and applications 

 Relational database, data warehouse, transactional database 

 Advanced data sets and advanced applications  

 Data streams and sensor data 

 Time-series data, temporal data, sequence data (incl. bio-sequences)  

 Structure data, graphs, social networks and multi-linked data 

 Object-relational databases 

 Heterogeneous databases and legacy databases 

 Spatial data and spatiotemporal data 

 Multimedia database 

 Text databases 

 The World-Wide Web 
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Data Mining Function: (1) Generalization 

 Information integration and data warehouse construction 

 Data cleaning, transformation, integration, and 

multidimensional data model 

 Data cube technology 

 Scalable methods for computing (i.e., materializing) 

multidimensional aggregates 

 OLAP (online analytical processing) 

 Multidimensional concept description: Characterization 

and discrimination 

 Generalize, summarize, and contrast data 

characteristics, e.g., dry vs. wet region 
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Data Mining Function: (2) Association and 
Correlation Analysis 

 Frequent patterns (or frequent itemsets) 

 What items are frequently purchased together in your 

Walmart? 

 Association, correlation vs. causality 

 A typical association rule 

 Diaper  Beer [0.5%, 75%]  (support, confidence) 

 Are strongly associated items also strongly correlated? 

 How to mine such patterns and rules efficiently in large 

datasets? 

 How to use such patterns for classification, clustering, 

and other applications? 
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Data Mining Function: (3) Classification 

 Classification and label prediction   

 Construct models (functions) based on some training examples 

 Describe and distinguish classes or concepts for future prediction 

 E.g., classify countries based on (climate), or classify cars 

based on (gas mileage) 

 Predict some unknown class labels 

 Typical methods 

 Decision trees, naïve Bayesian classification, support vector 

machines, neural networks, rule-based classification, pattern-

based classification, logistic regression, … 

 Typical applications: 

 Credit card fraud detection, direct marketing, classifying stars, 

diseases,  web-pages, … 
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Data Mining Function: (4) Cluster Analysis 

 Unsupervised learning (i.e., Class label is unknown) 

 Group data to form new categories (i.e., clusters), e.g., 

cluster houses to find distribution patterns 

 Principle: Maximizing intra-class similarity & minimizing 

interclass similarity 

 Many methods and applications 
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Data Mining Function: (5) Outlier Analysis 

 Outlier analysis 

 Outlier: A data object that does not comply with the general 

behavior of the data 

 Noise or exception? ― One person’s garbage could be another 

person’s treasure 

 Methods: by product of clustering or regression analysis, … 

 Useful in fraud detection, rare events analysis 
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Time and Ordering: Sequential Pattern, 
Trend and Evolution Analysis 

 Sequence, trend and evolution analysis 

 Trend, time-series, and deviation analysis: e.g., 
regression and value prediction 

 Sequential pattern mining 

 e.g., first buy digital camera, then buy large SD 
memory cards 

 Periodicity analysis 

 Similarity-based analysis 

 Mining data streams 

 Ordered, time-varying, potentially infinite, data streams 
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Evaluation of Knowledge 

 Are all mined knowledge interesting? 

 One can mine tremendous amount of “patterns” and knowledge 

 Some may fit only certain dimension space (time, location, …) 

 Some may not be representative, may be transient, … 

 Evaluation of mined knowledge → directly mine only 

interesting knowledge? 

 Descriptive vs. predictive 

 Coverage 

 Typicality vs. novelty 

 Accuracy 

 Timeliness 

 … 
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Data Mining: Confluence of Multiple Disciplines  

Data Mining 

Machine 
Learning 

Statistics 

Applications 

Algorithm 

Pattern 
Recognition 

High-Performance 
Computing 

Visualization 

Database  
Technology 
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Why Confluence of Multiple Disciplines? 

 Tremendous amount of data 

 Algorithms must be highly scalable to handle such as tera-bytes of 
data 

 High-dimensionality of data  

 Micro-array may have tens of thousands of dimensions 

 High complexity of data 

 Data streams and sensor data 

 Time-series data, temporal data, sequence data  

 Structure data, graphs, social networks and multi-linked data 

 Heterogeneous databases and legacy databases 

 Spatial, spatiotemporal, multimedia, text and Web data 

 Software programs, scientific simulations 

 New and sophisticated applications 
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Summary 

 Data mining: Discovering interesting patterns and knowledge from 

massive amount of data 

 A natural evolution of database technology, in great demand, with 

wide applications 

 A KDD process includes data cleaning, data integration, data 

selection, transformation, data mining, pattern evaluation, and 

knowledge presentation 

 Mining can be performed in a variety of data 

 Data mining functionalities: characterization, discrimination, 

association, classification, clustering, outlier and trend analysis, etc. 
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Chapter 4: Data Warehousing and On-line 
Analytical Processing 

 Data Warehouse: Basic Concepts 

 Data Warehouse Modeling: Data Cube and OLAP 

 Data Warehouse Design and Usage 

 Data Warehouse Implementation 

 Data Generalization by Attribute-Oriented 

Induction 

 Summary 
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What is a Data Warehouse? 

 Defined in many different ways, but not rigorously. 

 A decision support database that is maintained separately from 

the organization’s operational database 

 Support information processing by providing a solid platform of 

consolidated, historical data for analysis. 

 “A data warehouse is a subject-oriented, integrated, time-variant, 

and nonvolatile collection of data in support of management’s 

decision-making process.”—W. H. Inmon 

 Data warehousing: 

 The process of constructing and using data warehouses 
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Data Warehouse—Subject-Oriented 
 Provide a simple and concise view around particular 

subject issues by excluding data that are not useful in 

the decision support process 

Data Warehouse—Integrated 
 Constructed by integrating multiple, heterogeneous 

data sources, relational databases, flat files, on-line 
transaction records 

Data Warehouse—Time Variant 
 The time horizon for the data warehouse is 

significantly longer than that of operational systems 

• Operational database: current value data 

• Data warehouse data: provide information from a 

historical perspective (e.g., past 5-10 years) 
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Data Warehouse—Nonvolatile 

 A physically separate store of data transformed from the 

operational environment 

 Operational update of data does not occur in the data 

warehouse environment 

 Does not require transaction processing, recovery, 

and concurrency control mechanisms 

 Requires only two operations in data accessing:  

 initial loading of data and access of data 
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OLTP vs. OLAP 

 OLTP OLAP 

users clerk, IT professional knowledge worker 

function day to day operations decision support 

DB design application-oriented subject-oriented 

data current, up-to-date 

detailed, flat relational 

isolated 

historical,  

summarized, multidimensional 

integrated, consolidated 

usage repetitive ad-hoc 

access read/write 

index/hash on prim. key 

lots of scans 

unit of work short, simple transaction complex query 

# records accessed tens millions 

#users thousands hundreds 

DB size 100MB-GB 100GB-TB 

metric transaction throughput query throughput, response 
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Why a Separate Data Warehouse? 

 High performance for both systems 

 DBMS— tuned for OLTP: access methods, indexing, concurrency 

control, recovery 

 Warehouse—tuned for OLAP: complex OLAP queries, 

multidimensional view, consolidation 

 Different functions and different data: 

 missing data: Decision support requires historical data which 

operational DBs do not typically maintain 

 data consolidation:  DS requires consolidation (aggregation, 

summarization) of data from heterogeneous sources 

 data quality: different sources typically use inconsistent data 

representations, codes and formats which have to be reconciled 

 Note: There are more and more systems which perform OLAP 

analysis directly on relational databases 
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Data Warehouse: A Multi-Tiered Architecture 

Data 

Warehouse 

Extract 

Transform 

Load 

Refresh 

OLAP Engine 

Analysis 

Query 

Reports 

Data mining 

Monitor 

& 

Integrator 

Metadata 

Data Sources Front-End Tools 

Serve 

Data Marts 

Operational  

DBs 

Other 

sources 

Data Storage 

OLAP Server 
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Three Data Warehouse Models 

 Enterprise warehouse 

 collects all of the information about subjects spanning 

the entire organization 

 Data Mart 

 a subset of corporate-wide data that is of value to a 

specific groups of users.  Its scope is confined to 

specific, selected groups, such as marketing data mart 

 Independent vs. dependent (directly from warehouse) data mart 

 Virtual warehouse 

 A set of views over operational databases 

 Only some of the possible summary views may be 

materialized 
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Extraction, Transformation, and Loading (ETL) 

 Data extraction 

 get data from multiple, heterogeneous, and external 
sources 

 Data cleaning 

 detect errors in the data and rectify them when possible 

 Data transformation 

 convert data from legacy or host format to warehouse 
format 

 Load 

 sort, summarize, consolidate, compute views, check 
integrity, and build indicies and partitions 

 Refresh 

 propagate the updates from the data sources to the 
warehouse 
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Metadata Repository 

 Meta data is the data defining warehouse objects.  It stores: 

 Description of the structure of the data warehouse 

 schema, view, dimensions, hierarchies, derived data defn, data 

mart locations and contents 

 Operational meta-data 

 data lineage (history of migrated data and transformation path), 

currency of data (active, archived, or purged), monitoring 

information (warehouse usage statistics, error reports, audit trails) 

 The algorithms used for summarization 

 The mapping from operational environment to the data warehouse 

 Data related to system performance 

 warehouse schema, view and derived data definitions 

 Business data 

 business terms and definitions, ownership of data, charging policies 
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Chapter 4: Data Warehousing and On-line 
Analytical Processing 

 Data Warehouse: Basic Concepts 

 Data Warehouse Modeling: Data Cube and OLAP 

 Data Warehouse Design and Usage 

 Data Warehouse Implementation 

 Data Generalization by Attribute-Oriented 

Induction 

 Summary 
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From Tables and Spreadsheets to  
Data Cubes 

 A data warehouse is based on a multidimensional data model 

which views data in the form of a data cube 

 A data cube, such as sales, allows data to be modeled and viewed in 

multiple dimensions 

 Dimension tables, such as item (item_name, brand, type), or 

time(day, week, month, quarter, year)  

 Fact table contains measures (such as dollars_sold) and keys 

to each of the related dimension tables 

 In data warehousing literature, an n-D base cube is called a base 

cuboid. The top most 0-D cuboid, which holds the highest-level of 

summarization, is called the apex cuboid.  The lattice of cuboids 

forms a data cube. 



14 

Data Cube: A Multidimensional Data Model 

3D 

2D 
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Data Cube: A Multidimensional Data Model 

4D 
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Cube: A Lattice of Cuboids 

time,item 

time,item,location 

time, item, location, supplier 

all 

time item location supplier 

time,location 

time,supplier 

item,location 

item,supplier 

location,supplier 

time,item,supplier 

time,location,supplier 

item,location,supplier 

0-D (apex) cuboid 

1-D cuboids 

2-D cuboids 

3-D cuboids 

4-D (base) cuboid 
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A Sample Data Cube 

Total annual sales 

of  TVs in U.S.A. Date 

C
o

u
n

tr
y

 

sum 

sum   
TV 

VCR 
PC 

1Qtr 2Qtr 3Qtr 4Qtr 

U.S.A 

Canada 

Mexico 

sum 

all 

product date country 

product,date product,country date, country 

product, date, country 
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Conceptual Modeling of Data Warehouses 

 Modeling data warehouses: dimensions & measures 

 Star schema: A fact table in the middle connected to a 

set of dimension tables  

 Snowflake schema:  A refinement of star schema 

where some dimensional hierarchy is normalized into a 

set of smaller dimension tables, forming a shape 

similar to snowflake 

 Fact constellations:  Multiple fact tables share 

dimension tables, viewed as a collection of stars, 

therefore called galaxy schema or fact constellation  
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Example of Star Schema 

    time_key 

day 

day_of_the_week 

month 

quarter 

year 

time 

location_key 

street 

city 

state_or_province 

country 

location 

Sales Fact Table 

           time_key 

              item_key 

           branch_key 

         location_key 

            units_sold 

         dollars_sold 

             avg_sales 

Measures 

item_key 

item_name 

brand 

type 

supplier_type 

item 

branch_key 

branch_name 

branch_type 

branch 
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Example of Snowflake Schema 

time_key 

day 

day_of_the_week 

month 

quarter 

year 

time 

location_key 

street 

city_key 

location 

Sales Fact Table 

           time_key 

              item_key 

           branch_key 

         location_key 

            units_sold 

         dollars_sold 

             avg_sales 

Measures 

item_key 

item_name 

brand 

type 

supplier_key 

item 

branch_key 

branch_name 

branch_type 

branch 

supplier_key 

supplier_type 

supplier 

city_key 

city 

state_or_province 

country 

city 
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Example of Fact Constellation 

time_key 

day 

day_of_the_week 

month 

quarter 

year 

time 

location_key 

street 

city 

province_or_state 

country 

location 

Sales Fact Table 

time_key 

         item_key 

      branch_key 

    location_key 

        units_sold 

     dollars_sold 

         avg_sales 

Measures 

item_key 

item_name 

brand 

type 

supplier_type 

item 

branch_key 

branch_name 

branch_type 

branch 

Shipping Fact Table 

time_key 

         item_key 

     shipper_key 

  from_location 

      to_location 

     dollars_cost 

   units_shipped 

shipper_key 

shipper_name 

location_key 

shipper_type 

shipper 
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A Concept Hierarchy:  
Dimension (location) 

all 

Europe North_America 

Mexico Canada Spain Germany 

Vancouver 

M. Wind L. Chan 

... 

... ... 

... ... 

... 

all 

region 

office 

country 

Toronto Frankfurt city 



A Concept Hierarchy:  
Dimension (location) 

A concept hierarchy for price. 
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Data Cube Measures: Three Categories 

 Distributive: if the result derived by applying the function 

to n aggregate values is the same as that derived by 

applying the function on all the data without partitioning 

 E.g., count(), sum(), min(), max() 

 Algebraic: if it can be computed by an algebraic function 

with M arguments (where M is a bounded integer), each of 

which is obtained by applying a distributive aggregate 

function 

 E.g.,  avg(), min_N(), standard_deviation() 

 Holistic: if there is no constant bound on the storage size 

needed to describe a subaggregate.   

 E.g., median(), mode(), rank() 
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Typical OLAP Operations 

 Roll up (drill-up): summarize data 

 by climbing up hierarchy or by dimension reduction 

 Drill down (roll down): reverse of roll-up 

 from higher level summary to lower level summary or 
detailed data, or introducing new dimensions 

 Slice and dice: project and select  
 Pivot (rotate):  

 reorient the cube, visualization, 3D to series of 2D planes 
 Other operations 

 drill across: involving (across) more than one fact table 

 drill through: through the bottom level of the cube to its 
back-end relational tables (using SQL) 
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Typical OLAP 
Operations 
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Chapter 4: Data Warehousing and On-line 
Analytical Processing 

 Data Warehouse: Basic Concepts 

 Data Warehouse Modeling: Data Cube and OLAP 

 Data Warehouse Design and Usage 

 Data Warehouse Implementation 

 Data Generalization by Attribute-Oriented 

Induction 

 Summary 
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Design of Data Warehouse: A Business 
Analysis Framework 

 Four views regarding the design of a data warehouse  

 Top-down view 

 allows selection of the relevant information necessary for the 

data warehouse 

 Data source view 

 exposes the information being captured, stored, and 

managed by operational systems 

 Data warehouse view 

 consists of fact tables and dimension tables 

 Business query view  

 sees the perspectives of data in the warehouse from the view 

of end-user 
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Data Warehouse Usage 

 Three kinds of data warehouse applications 

 Information processing 

 supports querying, basic statistical analysis, and reporting 

using crosstabs, tables, charts and graphs 

 Analytical processing 

 multidimensional analysis of data warehouse data 

 supports basic OLAP operations, slice-dice, drilling, pivoting 

 Data mining 

 knowledge discovery from hidden patterns  

 supports associations, constructing analytical models, 

performing classification and prediction, and presenting the 

mining results using visualization tools 
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Chapter 4: Data Warehousing and On-line 
Analytical Processing 

 Data Warehouse: Basic Concepts 

 Data Warehouse Modeling: Data Cube and OLAP 

 Data Warehouse Design and Usage 

 Data Warehouse Implementation 

 Data Generalization by Attribute-Oriented 

Induction 

 Summary 
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Efficient Data Cube Computation 

 Data cube can be viewed as a lattice of cuboids   

 The bottom-most cuboid is the base cuboid 

 The top-most cuboid (apex) contains only one cell 

 How many cuboids in an n-dimensional cube with L 

levels? 

 

 Materialization of data cube, materialization=precalculation 

 Compute every (cuboid) (full materialization), 

compute no cubiods (no materialization), or some 

cuboids (partial materialization) 

 Selection of which cuboids to materialize 

 Based on size, sharing, access frequency, etc. 

)1
1
( 




n

i
i

LT
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The “Compute Cube” Operator 

 Cube definition and computation in DMQL 

define cube sales [item, city, year]: sum (sales_in_dollars) 

compute cube sales 

 Transform it into a SQL-like language (with a new operator cube 
by, introduced by Gray et al.’96) 

SELECT item, city, year, SUM (amount) 

FROM SALES 

CUBE BY item, city, year 

 Need compute the following Group-Bys  

(date, product, customer), 

(date,product),(date, customer), (product, customer), 

(date), (product), (customer) 

()  

(item) (city) 

() 

(year) 

(city, item) (city, year) (item, year) 

(city, item, year) 
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Efficient Processing OLAP Queries 

 Determine which operations should be performed on the available cuboids 

 Transform drill, roll, etc. into corresponding SQL and/or OLAP operations, 

e.g., dice = selection + projection 

 Determine which materialized cuboid(s) should be selected for OLAP op. 

 Let the query to be processed be on {brand, province_or_state} with the 

condition “year = 2004”, and there are 4 materialized cuboids available: 

1) {year, item_name, city}   

2) {year, brand, country} 

3) {year, brand, province_or_state} 

4) {item_name, province_or_state}  where year = 2004 

Which should be selected to process the query? 
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Chapter 4: Data Warehousing and On-line 
Analytical Processing 

 Data Warehouse: Basic Concepts 

 Data Warehouse Modeling: Data Cube and OLAP 

 Data Warehouse Design and Usage 

 Data Warehouse Implementation 

 Data Generalization by Attribute-Oriented 

Induction 

 Summary 
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Attribute-Oriented Induction 

 Not confined to categorical data nor particular measures 

 How it is done? 

 Collect the task-relevant data (initial relation) using a 

relational database query 

 Perform generalization by attribute removal or 

attribute generalization 

 Apply aggregation by merging identical, generalized 

tuples and accumulating their respective counts 

 Interaction with users for knowledge presentation 
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Attribute-Oriented Induction: An Example 

Example:  Describe general characteristics of graduate 

students in the University database 

 Step 1. Fetch relevant set of data using an SQL 

statement, e.g., 

Select * (i.e., name, gender, major, birth_place, 

birth_date, residence, phone#, gpa) 

from student 

where  student_status in {“Msc”, “MBA”, “PhD” } 

 Step 2. Perform attribute-oriented induction 

 Step 3. Present results in generalized relation, cross-tab, 

or rule forms 
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Class Characterization: An Example 

Name Gender Major Birth-Place Birth_date Residence Phone # GPA

Jim

Woodman

  M   CS Vancouver,BC,

Canada

  8-12-76 3511 Main St.,

Richmond

687-4598 3.67

Scott

Lachance

  M   CS Montreal, Que,

Canada

28-7-75 345 1st Ave.,

Richmond

253-9106 3.70

Laura Lee

…

  F

…

Physics

…

Seattle, WA, USA

…
25-8-70

…

125 Austin Ave.,

Burnaby

…

420-5232

…

3.83

…

Removed Retained Sci,Eng,

Bus
Country Age range City Removed Excl,

VG,..

Gender Major Birth_region Age_range Residence GPA Count

    M Science    Canada     20-25 Richmond Very-good     16

    F Science    Foreign     25-30 Burnaby Excellent     22

   …      …        …        …      …        …     …

        Birth_Region

Gender

Canada Foreign Total

              M     16       14    30

              F     10       22    32

           Total     26       36    62

Prime 

Generalized 

Relation 

Initial 

Relation 
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Basic Principles of Attribute-Oriented Induction 

 Data focusing: task-relevant data, including dimensions, 

and the result is the initial relation 

 Attribute-removal: remove attribute A if there is a large set 

of distinct values for A but (1) there is no generalization 

operator on A, or (2) A’s higher level concepts are 

expressed in terms of other attributes 

 Attribute-generalization: If there is a large set of distinct 

values for A, and there exists a set of generalization 

operators on A, then select an operator and generalize A  

 Attribute-threshold control: typical 2-8, specified/default 

 Generalized relation threshold control: control the final 

relation/rule size 
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Attribute-Oriented Induction: Basic 
Algorithm  

 InitialRel: Query processing of task-relevant data, deriving 

the initial relation. 

 PreGen:  Based on the analysis of the number of distinct 

values in each attribute, determine generalization plan for 

each attribute: removal? or how high to generalize? 

 PrimeGen: Based on the PreGen plan, perform 

generalization to the right level to derive a “prime 

generalized relation”, accumulating the counts. 

 Presentation: User interaction: (1) adjust levels by drilling, 

(2) pivoting, (3) mapping into rules, cross tabs, 

visualization presentations. 
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Presentation of Generalized Results 

 Generalized relation:  

 Relations where some or all attributes are generalized, with counts 

or other aggregation values accumulated. 

 Cross tabulation: 

 Mapping results into cross tabulation form (similar to contingency 

tables).  

 Visualization techniques: 

 Pie charts, bar charts, curves, cubes, and other visual forms. 

 Quantitative characteristic rules: 

 Mapping generalized result into characteristic rules with quantitative 

information associated with it, e.g., 

.%]47:["")(_%]53:["")(_

)()(

tforeignxregionbirthtCanadaxregionbirth

xmalexgrad
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 Summary 
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Summary 

 Data warehousing: A multi-dimensional model of a data warehouse 

 A data cube consists of dimensions & measures 

 Star schema, snowflake schema, fact constellations 

 OLAP operations: drilling, rolling, slicing, dicing and pivoting 

 Data Warehouse Architecture, Design, and Usage 

 Multi-tiered architecture 

 Business analysis design framework 

 Implementation: Efficient computation of data cubes 

 Partial vs. full vs. no materialization 

 Indexing OALP data: Bitmap index and join index 

 OLAP query processing  

 Data generalization: Attribute-oriented induction 
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Data Mining:  
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Chapter 5: Mining Frequent Patterns, Association 
and Correlations: Basic Concepts and Methods 

 Basic Concepts 

 Frequent Itemset Mining Methods  

 Which Patterns Are Interesting?—Pattern 

Evaluation Methods 

 Summary 
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What Is Frequent Pattern Analysis? 

 Frequent pattern: a pattern (a set of items, subsequences, substructures, 

etc.) that occurs frequently in a data set  

 First proposed by Agrawal, Imielinski, and Swami [AIS93] in the context 

of frequent itemsets and association rule mining 

 Motivation: Finding inherent regularities in data 

 What products were often purchased together?— Beer and diapers?! 

 What are the subsequent purchases after buying a PC? 

 What kinds of DNA are sensitive to this new drug? 

 Can we automatically classify web documents? 

 Applications 

 Basket data analysis, cross-marketing, catalog design, sale campaign 

analysis, Web log (click stream) analysis, and DNA sequence analysis. 
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Why Is Freq. Pattern Mining Important? 

 Freq. pattern: An intrinsic and important property of 
datasets  

 Foundation for many essential data mining tasks 

 Association, correlation, and causality analysis 

 Sequential, structural (e.g., sub-graph) patterns 

 Pattern analysis in spatiotemporal, multimedia, time-
series, and stream data  

 Classification: discriminative, frequent pattern analysis 

 Cluster analysis: frequent pattern-based clustering 

 Data warehousing: iceberg cube and cube-gradient  

 Semantic data compression: fascicles 

 Broad applications 
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Basic Concepts: Frequent Patterns 

 itemset: A set of one or more 
items 

 k-itemset X = {x1, …, xk} 

 (absolute) support, or, support 
count of X: Frequency or 
occurrence of an itemset X 

 (relative) support, s, is the 
fraction of transactions that 
contains X (i.e., the probability 
that a transaction contains X) 

 An itemset X is frequent if X’s 
support is no less than a minsup 
threshold 

Customer 

buys diaper 

Customer 

buys both 

Customer 

buys beer 

Tid Items bought 

10 Beer, Nuts, Diaper 

20 Beer, Coffee, Diaper 

30 Beer, Diaper, Eggs 

40 Nuts, Eggs, Milk 

50 Nuts, Coffee, Diaper, Eggs, Milk 
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Basic Concepts: Association Rule 

Computer -> antivirus software [support D 2%,confidence D 60%]. 

 

 Rule support and confidence are two measures of 
rule interestingness. They respectively reflect the 
usefulness and certainty of discovered rules. 

 A support of 2% for the above Rule means that 2% 
of all the transactions under analysis show that 
computer and antivirus software are purchased 
together.  

 A confidence of 60% means that 60% of the 
customers who purchased a computer also bought 
the software 
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Basic Concepts: Association Rules 

 Find all the rules X  Y with 

minimum support and confidence 

 support, s, probability that a 
transaction contains X  Y 

 confidence, c, conditional 
probability that a transaction 
having X also contains Y 

Let  minsup = 50%, minconf = 50% 

Freq. Pat.: Beer:3, Nuts:3, Diaper:4, Eggs:3, 
{Beer, Diaper}:3 

Customer 

buys 

diaper 

Customer 

buys both 

Customer 

buys beer 

Nuts, Eggs, Milk 40 

Nuts, Coffee, Diaper, Eggs, Milk 50 

Beer, Diaper, Eggs 30 

Beer, Coffee, Diaper 20 

Beer, Nuts, Diaper 10 

Items bought Tid 

 Association rules: (many more!) 
 Beer  Diaper  (60%, 100%) 
 Diaper  Beer  (60%, 75%) 
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Closed Patterns and Max-Patterns 

 A long pattern contains a combinatorial number of sub-

patterns, e.g., {a1, …, a100} contains (100
1) + (100

2) + … + 

(1
1
0
0
0
0) = 2100 – 1 = 1.27*1030 sub-patterns! permutations 

 Solution: Mine closed patterns and max-patterns instead 

 An itemset X is closed if X is frequent and there exists no 

super-pattern Y כ X, with the same support as X 

(proposed by Pasquier, et al. @ ICDT’99)  

 An itemset X is a max-pattern if X is frequent and there 

exists no frequent super-pattern Y כ X 

 Closed pattern is a lossless compression of freq. patterns 

 Reducing the # of patterns and rules 
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Closed Patterns and Max-Patterns My  dataset: 
1: A,B,C,E 
2: A,C,D,E 
3:      B,C,E 
4: A,C,D,E 
5:     C,D,E 
6:     A,D,E 
 
minsupp=50% 

{A} = 4  ; not closed due to {A,E} 
{B} = 2  ; not frequent => ignore 
{C} = 5  ; not closed due to {C,E} 
{D} = 4  ; closed, and not maximal due to e.g. 
{A,D} 
{E} = 6  ; closed, but not maximal due to e.g. 
{D,E} 
 
{A,B} = 1; not frequent => ignore 
{A,C} = 3; not closed due to {A,C,E} 
{A,D} = 3; not closed due to {A,D,E} 
{A,E} = 4; closed, but not maximal due to 
{A,D,E} 
{B,C} = 2; not frequent => ignore 
{B,D} = 0; not frequent => ignore 
{B,E} = 2; not frequent => ignore 
{C,D} = 3; not closed due to {C,D,E} 
{C,E} = 5; closed, but not maximal due to 
{C,D,E} 
{D,E} = 4; closed, but not maximal due to 
{A,D,E} 
 

{A,B,C} = 1; not frequent => ignore 
{A,B,D} = 0; not frequent => ignore 
{A,B,E} = 1; not frequent => ignore 
{A,C,D} = 2; not frequent => ignore 
{A,C,E} = 3; maximal frequent 
{A,D,E} = 3; maximal frequent 
{B,C,D} = 0; not frequent => ignore 
{B,C,E} = 2; not frequent => ignore 
{C,D,E} = 3; maximal frequent 
 
{A,B,C,D} = 0; not frequent => ignore 
{A,B,C,E} = 1; not frequent => ignore 
{B,C,D,E} = 0; not frequent => ignore 
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Chapter 5: Mining Frequent Patterns, Association 
and Correlations: Basic Concepts and Methods 

 Basic Concepts 

 Frequent Itemset Mining Methods  

 Which Patterns Are Interesting?—Pattern 

Evaluation Methods 

 Summary 
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Scalable Frequent Itemset Mining Methods 

 Apriori: A Candidate Generation-and-Test 

Approach 

 Improving the Efficiency of Apriori 

 FPGrowth:  A Frequent Pattern-Growth Approach 



12 

The Downward Closure Property and Scalable 
Mining Methods 

 The downward closure property of frequent patterns 

 Any subset of a frequent itemset must be frequent 

 If {beer, diaper, nuts} is frequent, so is {beer, 
diaper} 

 i.e., every transaction having {beer, diaper, nuts} also 
contains {beer, diaper}  

 Scalable mining methods: Three major approaches 

 Apriori  

 Freq. pattern growth  

 Vertical data format approach 
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Apriori: A Candidate Generation & Test Approach 

 Apriori pruning principle: If there is any itemset which is 

infrequent, its superset should not be generated/tested!  

 

 Method:  

 Initially, scan DB once to get frequent 1-itemset 

 Generate length (k+1) candidate itemsets from length k 

frequent itemsets 

 Test the candidates against DB 

 Terminate when no frequent or candidate set can be 

generated 
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The Apriori Algorithm—An Example  

Database TDB 

1st scan 

C1 
L1 

L2 

C2 C2 

2nd scan 

C3 L3 3rd scan 

Tid Items 

10 A, C, D 

20 B, C, E 

30 A, B, C, E 

40 B, E 

Itemset sup 

{A} 2 

{B} 3 

{C} 3 

{D} 1 

{E} 3 

Itemset sup 

{A} 2 

{B} 3 

{C} 3 

{E} 3 

Itemset 

{A, B} 

{A, C} 

{A, E} 

{B, C} 

{B, E} 

{C, E} 

Itemset sup 

{A, B} 1 

{A, C} 2 

{A, E} 1 

{B, C} 2 

{B, E} 3 

{C, E} 2 

Itemset sup 

{A, C} 2 

{B, C} 2 

{B, E} 3 

{C, E} 2 

Itemset 

{B, C, E} 

Itemset sup 

{B, C, E} 2 

Supmin = 2 
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Implementation of Apriori 

 How to generate candidates? 

 Step 1: self-joining Lk 

 Step 2: pruning 

 Example of Candidate-generation 

 L3={abc, abd, acd, ace, bcd} 

 Self-joining: L3*L3 

 abcd from abc and abd 

 acde from acd and ace 

 Pruning: 

 acde is removed because ade is not in L3 

 C4 = {abcd} 

 



16 

Apriori-Example 2 

 Let’s look at a concrete example, based on the 
AllElectronics transaction database, D, of the following 
Table. There are nine transactions in this database, that 
is, |D\ = 9. We use Next slide to illustrate the Apriori 
algorithm for finding frequent itemsets in D. 



17 

Example2: Solution 



LAB: Apriori with Weka 

 Open Weka -> explorer 

 Load the fp.arff to the explorer 

 Click Associate tab 

 Apriori 

 Start 

 

 Paper : Using Apriori with WEKA for Frequent 
Pattern Mining, Paresh Tanna 
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Scalable Frequent Itemset Mining Methods 

 Apriori: A Candidate Generation-and-Test Approach 

 Improving the Efficiency of Apriori 

 FPGrowth:  A Frequent Pattern-Growth Approach 

 Mining Close Frequent Patterns and Maxpatterns 
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Pattern-Growth Approach: Mining Frequent 
Patterns Without Candidate Generation 

 Bottlenecks of the Apriori approach 

 Breadth-first (i.e., level-wise) search 

 Candidate generation and test 

 Often generates a huge number of candidates 

 The FPGrowth Approach  

 Depth-first search 

 Avoid explicit candidate generation 

 Major philosophy: Grow long patterns from short ones using local 

frequent items only 

 “abc” is a frequent pattern 

 Get all transactions having “abc”, i.e., project DB on abc: DB|abc 

 “d” is a local frequent item in DB|abc  abcd is a frequent pattern 
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Construct FP-tree from a Transaction Database 

{} 

f:4 c:1 

b:1 

p:1 

b:1 c:3 

a:3 

b:1 m:2 

p:2 m:1 

Header Table 
 
Item  frequency  head  
 f 4 
c 4 
a 3 
b 3 
m 3 
p 3 

min_support = 3 

TID  Items bought   (ordered) frequent items 
100  {f, a, c, d, g, i, m, p} {f, c, a, m, p} 
200  {a, b, c, f, l, m, o} {f, c, a, b, m} 
300   {b, f, h, j, o, w}  {f, b} 
400   {b, c, k, s, p}  {c, b, p} 
500   {a, f, c, e, l, p, m, n} {f, c, a, m, p} 

1. Scan DB once, find 
frequent 1-itemset (single 
item pattern) 

2. Sort frequent items in 
frequency descending 
order, f-list 

3. Scan DB again, construct 
FP-tree 

F-list = f-c-a-b-m-p 
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Partition Patterns and Databases 

 Frequent patterns can be partitioned into subsets 
according to f-list 

 F-list = f-c-a-b-m-p 

 Patterns containing p 

 Patterns having m but no p 

 … 

 Patterns having c but no a nor b, m, p 

 Pattern f 

 Completeness and non-redundency 
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Find Patterns Having P From P-conditional Database 

 Starting at the frequent item header table in the FP-tree 
 Traverse the FP-tree by following the link of each frequent item p 
 Accumulate all of transformed prefix paths of item p to form p’s 

conditional pattern base 

Conditional pattern bases 

item cond. pattern base 

c f:3 

a fc:3 

b fca:1, f:1, c:1 

m fca:2, fcab:1 

p fcam:2, cb:1 

{} 

f:4 c:1 

b:1 

p:1 

b:1 c:3 

a:3 

b:1 m:2 

p:2 m:1 

Header Table 
 
Item  frequency  head  
 f 4 
c 4 
a 3 
b 3 
m 3 
p 3 
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From Conditional Pattern-bases to Conditional FP-trees  

 For each pattern-base 

 Accumulate the count for each item in the base 

 Construct the FP-tree for the frequent items of the 
pattern base 

m-conditional pattern base: 

fca:2, fcab:1 

{} 

f:3 

c:3 

a:3 
m-conditional FP-tree 

All frequent 
patterns relate to m 

m,  

fm, cm, am,  

fcm, fam, cam,  

fcam 

 
 

{} 

f:4 c:1 

b:1 

p:1 

b:1 c:3 

a:3 

b:1 m:2 

p:2 m:1 

Header Table 
Item  frequency  head  
 f 4 
c 4 
a 3 
b 3 
m 3 
p 3 
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Recursion: Mining Each Conditional FP-tree 

{} 

f:3 

c:3 

a:3 
m-conditional FP-tree 

Cond. pattern base of “am”: (fc:3) 

{} 

f:3 

c:3 

am-conditional FP-tree 

Cond. pattern base of “cm”: (f:3) 
{} 

f:3 

cm-conditional FP-tree 

Cond. pattern base of “cam”: (f:3) 

{} 

f:3 

cam-conditional FP-tree 
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A Special Case: Single Prefix Path in FP-tree 

 Suppose a (conditional) FP-tree T has a shared 

single prefix-path P 

 Mining can be decomposed into two parts 

 Reduction of the single prefix path into one node 

 Concatenation of the mining results of the two 

parts 

 

a2:n2 

a3:n3 

a1:n1 

{} 

b1:m1 
C1:k1 

C2:k2 C3:k3 

b1:m1 
C1:k1 

C2:k2 C3:k3 

r1 

+ 
a2:n2 

a3:n3 

a1:n1 

{} 

r1 = 
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Benefits of the FP-tree Structure 

 Completeness  

 Preserve complete information for frequent pattern 

mining 

 Never break a long pattern of any transaction 

 Compactness 

 Reduce irrelevant info—infrequent items are gone 

 Items in frequency descending order: the more 

frequently occurring, the more likely to be shared 

 Never be larger than the original database (not count 

node-links and the count field) 
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The Frequent Pattern Growth Mining Method 

 Idea: Frequent pattern growth 

 Recursively grow frequent patterns by pattern and 
database partition 

 Method  

 For each frequent item, construct its conditional 
pattern-base, and then its conditional FP-tree 

 Repeat the process on each newly created conditional 
FP-tree  

 Until the resulting FP-tree is empty, or it contains only 
one path—single path will generate all the 
combinations of its sub-paths, each of which is a 
frequent pattern 
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Scaling FP-growth by Database Projection 

 What about if FP-tree cannot fit in memory? 

 DB projection 

 First partition a database into a set of projected DBs 

 Then construct and mine FP-tree for each projected DB 

 Parallel projection vs. partition projection techniques 

 Parallel projection 

 Project the DB in parallel for each frequent item 

 Parallel projection is space costly 

 All the partitions can be processed in parallel 

 Partition projection 

 Partition the DB based on the ordered frequent items 

 Passing the unprocessed parts to the subsequent partitions 
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Partition-Based Projection 

 Parallel projection needs a lot 

of disk space  

 Partition projection saves it 

Tran. DB  
fcamp 
fcabm 
fb 
cbp 
fcamp 

p-proj DB  
fcam 
cb 
fcam 

m-proj DB  
fcab 
fca 
fca 

b-proj DB  
f 
cb 
… 

a-proj DB 
fc 
… 

c-proj DB 
f 
… 

f-proj DB  
… 

am-proj DB  
fc 
fc 
fc 

cm-proj DB  
f 
f 
f 

… 
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Scalable Frequent Itemset Mining Methods 

 Apriori: A Candidate Generation-and-Test Approach 

 Improving the Efficiency of Apriori 

 FPGrowth:  A Frequent Pattern-Growth Approach 

 Mining Close Frequent Patterns and Maxpatterns 



Mining Frequent Closed Patterns: CLOSET 

 Flist: list of all frequent items in support ascending order 

 Flist: d-a-f-e-c 

 Divide search space 

 Patterns having d 

 Patterns having d but no a, etc. 

 Find frequent closed pattern recursively 

 Every transaction having d also has cfa  cfad is a 

frequent closed pattern 

 J. Pei, J. Han & R. Mao. “CLOSET: An Efficient Algorithm for 

Mining Frequent Closed Itemsets", DMKD'00. 

TID Items 

10 a, c, d, e, f 

20 a, b, e 

30 c, e, f 

40 a, c, d, f 

50 c, e, f 

Min_sup=2 



CLOSET+: Mining Closed Itemsets by Pattern-Growth 

 Itemset merging: if Y appears in every occurrence of X, then Y 

is merged with X 

 Sub-itemset pruning: if Y כ X, and sup(X) = sup(Y), X and all of 

X’s descendants in the set enumeration tree can be pruned 

 Hybrid tree projection 

 Bottom-up physical tree-projection 

 Top-down pseudo tree-projection 

 Item skipping: if a local frequent item has the same support in 

several header tables at different levels, one can prune it from 

the header table at higher levels 

 Efficient subset checking 



MaxMiner: Mining Max-Patterns 

 1st scan: find frequent items 

 A, B, C, D, E 

 2nd scan: find support for  

 AB, AC, AD, AE, ABCDE 

 BC, BD, BE, BCDE 

 CD, CE, CDE, DE 

 Since BCDE is a max-pattern, no need to check BCD, BDE, 

CDE in later scan 

 R. Bayardo. Efficiently mining long patterns from 

databases. SIGMOD’98 

Tid Items 

10 A, B, C, D, E 

20 B, C, D, E, 

30 A, C, D, F 

Potential 
max-patterns 
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Chapter 5: Mining Frequent Patterns, Association 
and Correlations: Basic Concepts and Methods 

 Basic Concepts 

 Frequent Itemset Mining Methods  

 Which Patterns Are Interesting?—Pattern 

Evaluation Methods 

 Summary 
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Interestingness Measure: Correlations (Lift) 

 play basketball   eat cereal [40%(2000/5000), 66.7%(2000/3000)]  

is misleading 

 The overall % of students eating cereal is 75% > 66.7%. 

 play basketball   not eat cereal [20%, 33.3%] is more accurate, 

although with lower support and confidence 

 Measure of dependent/correlated events: lift 

89.0
5000/3750*5000/3000

5000/2000
),( CBlift

Basketball Not basketball Sum (row) 

Cereal 2000 1750 3750 

Not cereal 1000 250 1250 

Sum(col.) 3000 2000 5000 

)()(

)(

BPAP

BAP
lift




33.1
5000/1250*5000/3000

5000/1000
),( CBlift



Which Null-Invariant Measure Is Better?  

 IR (Imbalance Ratio): measure the imbalance of two 
itemsets A and B in rule implications 

 

 

 Kulczynski and Imbalance Ratio (IR) together present a 
clear picture for all the three datasets D4 through D6 

 D4  is balanced & neutral 

 D5  is imbalanced & neutral 
 D6  is very imbalanced & neutral 
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Chapter 5: Mining Frequent Patterns, Association 
and Correlations: Basic Concepts and Methods 

 Basic Concepts 

 Frequent Itemset Mining Methods  

 Which Patterns Are Interesting?—Pattern 

Evaluation Methods 

 Summary 
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Summary 

 Basic concepts: association rules, support-

confident framework, closed and max-patterns 

 Scalable frequent pattern mining methods 

 Apriori (Candidate generation & test) 

 Projection-based (FPgrowth, CLOSET+, ...) 

 Vertical format approach (ECLAT, CHARM, ...) 

 Which patterns are interesting?  

 Pattern evaluation methods 
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Data Mining:  
 Concepts and Techniques 

 (3rd ed.) 

 
— Chapter 6 — 

Jiawei Han, Micheline Kamber, and Jian Pei 

University of Illinois at Urbana-Champaign & 

Simon Fraser University 

©2011 Han, Kamber & Pei.  All rights reserved. 
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Chapter 6. Classification: Basic Concepts 

 Classification: Basic Concepts 

 Decision Tree Induction 

 Bayes Classification Methods 

 Classification by Backpropagation 

 Model Evaluation and Selection 

 Summary 
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Supervised vs. Unsupervised Learning 

 Supervised learning (classification) 

 Supervision: The training data (observations, 

measurements, etc.) are accompanied by labels indicating 

the class of the observations 

 New data is classified based on the training set 

 Unsupervised learning (clustering) 

 The class labels of training data is unknown 

 Given a set of measurements, observations, etc. with the 

aim of establishing the existence of classes or clusters in 

the data 
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 Classification   

 predicts categorical class labels (discrete or nominal) 

 classifies data (constructs a model) based on the training 
set and the values (class labels) in a classifying attribute 
and uses it in classifying new data 

 Numeric Prediction   

 models continuous-valued functions, i.e., predicts 
unknown or missing values  

 Typical applications 

 Credit/loan approval: 

 Medical diagnosis: if a tumor is cancerous or benign 

 Fraud detection: if a transaction is fraudulent 

 Web page categorization: which category it is 

Prediction Problems: Classification vs. 
Numeric Prediction 
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Classification—A Two-Step Process  

 Model construction: describing a set of predetermined classes 

 Each tuple/sample is assumed to belong to a predefined class, as 
determined by the class label attribute 

 The set of tuples used for model construction is training set 

 The model is represented as classification rules, decision trees, or 
mathematical formulae 

 Model usage: for classifying future or unknown objects 

 Estimate accuracy of the model 

 The known label of test sample is compared with the classified 
result from the model 

 Accuracy rate is the percentage of test set samples that are 
correctly classified by the model 

 Test set is independent of training set (otherwise overfitting)  

 If the accuracy is acceptable, use the model to classify new data 

 Note: If the test set is used to select models, it is called validation (test) set 
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Process (1): Model Construction 

Training 

Data 

NAME RANK YEARS TENURED

Mike Assistant Prof 3 no

Mary Assistant Prof 7 yes

Bill Professor 2 yes

Jim Associate Prof 7 yes

Dave Assistant Prof 6 no

Anne Associate Prof 3 no

Classification 

Algorithms 

IF rank = ‘professor’ 

OR years > 6 

THEN tenured = ‘yes’  

Classifier 

(Model) 
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Process (2): Using the Model in Prediction  

Classifier 

Testing 

Data 

NAME RANK YEARS TENURED

Tom Assistant Prof 2 no

Merlisa Associate Prof 7 no

George Professor 5 yes

Joseph Assistant Prof 7 yes

Unseen Data 

(Jeff, Professor, 4) 

Tenured? 
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Chapter 6. Classification: Basic Concepts 

 Classification: Basic Concepts 

 Decision Tree Induction 

 Bayes Classification Methods 

 Classification by Backpropagation 

 Model Evaluation and Selection 

 Summary 
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Decision Tree Induction: An Example 

age? 

overcast 

student? credit rating? 

<=30 >40 

no yes yes 

yes 

31..40 

fair excellent yes no 

age income student credit_rating buys_computer

<=30 high no fair no

<=30 high no excellent no

31…40 high no fair yes

>40 medium no fair yes

>40 low yes fair yes

>40 low yes excellent no

31…40 low yes excellent yes

<=30 medium no fair no

<=30 low yes fair yes

>40 medium yes fair yes

<=30 medium yes excellent yes

31…40 medium no excellent yes

31…40 high yes fair yes

>40 medium no excellent no

 Training data set: Buys_computer 
 The data set follows an example of 

Quinlan’s ID3 (Playing Tennis) 
 Resulting tree: 
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Algorithm for Decision Tree Induction 

 Basic algorithm (a greedy algorithm) 
 Tree is constructed in a top-down recursive divide-and-

conquer manner 
 At start, all the training examples are at the root 
 Attributes are categorical (if continuous-valued, they are 

discretized in advance) 
 Examples are partitioned recursively based on selected 

attributes 
 Test attributes are selected on the basis of a heuristic or 

statistical measure (e.g., information gain) 
 Conditions for stopping partitioning 

 All samples for a given node belong to the same class 
 There are no remaining attributes for further partitioning – 

majority voting is employed for classifying the leaf 
 There are no samples left 



Brief Review of Entropy 
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m = 2 
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Attribute Selection Measure: 
Information Gain (ID3/C4.5) 

 Select the attribute with the highest information gain 

 Let pi be the probability that an arbitrary tuple in D belongs to 

class Ci, estimated by |Ci, D|/|D| 

 Expected information (entropy) needed to classify a tuple in D: 

 

 Information needed (after using A to split D into v partitions) to 

classify D: 

 

 Information gained by branching on attribute A 
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Attribute Selection: Information Gain 

 Class P: buys_computer = “yes” 

 Class N: buys_computer = “no” 

            means “age <=30” has 5 out of 

14 samples, with 2 yes’es  and 3 

no’s.   Hence 

 

 

Similarly, 

age pi ni I(pi, ni)

<=30 2 3 0.971

31…40 4 0 0

>40 3 2 0.971

694.0)2,3(
14

5

)0,4(
14

4
)3,2(

14

5
)(





I

IIDInfoage

048.0)_(
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029.0)(







ratingcreditGain

studentGain

incomeGain

246.0)()()(  DInfoDInfoageGain age

age income student credit_rating buys_computer

<=30 high no fair no

<=30 high no excellent no

31…40 high no fair yes

>40 medium no fair yes

>40 low yes fair yes

>40 low yes excellent no

31…40 low yes excellent yes

<=30 medium no fair no

<=30 low yes fair yes

>40 medium yes fair yes

<=30 medium yes excellent yes

31…40 medium no excellent yes

31…40 high yes fair yes

>40 medium no excellent no

)3,2(
14

5
I

940.0)
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Attribute Selection: Information Gain 

age? 

<=30 >40 

yes 

31..40 
97.0)

5

3
(log

5

3
)

5

2
(log

5

2
)3,2()( 22  IDInfo

For age <= 30 records: 

57.0))0,1(
5

1
)1,1(

5

2
)2,0(

5

2
(97.0)(  IIIDGainincome

97.0))0,2(
5

2
)3,0(

5

3
(97.0)(  IIDGainstudent

019.0))2,1(
5

3
)1,1(

5

2
(97.0)(_  IIDGain ratingcredit

We select “student” field to be the split field 
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Computing Information-Gain for 
Continuous-Valued Attributes 

 Let attribute A be a continuous-valued attribute 

 Must determine the best split point for A 

 Sort the value A in increasing order 

 Typically, the midpoint between each pair of adjacent values 

is considered as a possible split point 

 (ai+ai+1)/2 is the midpoint between the values of ai and ai+1 

 The point with the minimum expected information 

requirement for A is selected as the split-point for A 

 Split: 

 D1 is the set of tuples in D satisfying A ≤ split-point, and D2 is 

the set of tuples in D satisfying A > split-point 
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Gain Ratio for Attribute Selection (C4.5) 

 Information gain measure is biased towards attributes with a 
large number of values 

 C4.5 (a successor of ID3) uses gain ratio to overcome the 
problem (normalization to information gain) 

 

 

 GainRatio(A) = Gain(A)/SplitInfo(A) 

 Ex. 

 

 gain_ratio(income) = 0.029/1.557 = 0.019 

 The attribute with the maximum gain ratio is selected as the 
splitting attribute 
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Comparing Attribute Selection Measures 

 The three measures, in general, return good results 

but 

 Information gain:  

 biased towards multivalued attributes 

 Gain ratio:  

 tends to prefer unbalanced splits in which one 

partition is much smaller than the others 
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Overfitting and Tree Pruning 

 Overfitting:  An induced tree may overfit the training data  

 Too many branches, some may reflect anomalies due to 
noise or outliers 

 Poor accuracy for unseen samples 

 Two approaches to avoid overfitting  

 Prepruning: Halt tree construction early ̵ do not split a node 
if this would result in the goodness measure falling below a 
threshold 

 Difficult to choose an appropriate threshold 

 Postpruning: Remove branches from a “fully grown” tree—
get a sequence of progressively pruned trees 

 Use a set of data different from the training data to 
decide which is the “best pruned tree” 
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Chapter 6. Classification: Basic Concepts 

 Classification: Basic Concepts 

 Decision Tree Induction 

 Bayes Classification Methods 

 Classification by Backpropagation 

 Model Evaluation and Selection 

 Summary 
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Bayesian Classification: Why? 

 A statistical classifier: performs probabilistic prediction, i.e., 

predicts class membership probabilities 

 Foundation: Based on Bayes’ Theorem.  

 Performance: A simple Bayesian classifier, naïve Bayesian 

classifier, has comparable performance with decision tree and 

selected neural network classifiers 

 Incremental: Each training example can incrementally 

increase/decrease the probability that a hypothesis is correct — 

prior knowledge can be combined with observed data 

 Standard: Even when Bayesian methods are computationally 

intractable, they can provide a standard of optimal decision 

making against which other methods can be measured 
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Bayes’ Theorem: Basics 

 Total probability Theorem: 

 

 Bayes’ Theorem: 

 

 Let X be a data sample (“evidence”): class label is unknown 

 Let H be a hypothesis that X belongs to class C  

 Classification is to determine P(H|X), (i.e., posteriori probability):  the 
probability that the hypothesis holds given the observed data sample X 

 P(H) (prior probability): the initial probability 

 E.g., X will buy computer, regardless of age, income, … 

 P(X): probability that sample data is observed 

 P(X|H) (likelihood): the probability of observing the sample X, given that 
the hypothesis holds 

 E.g., Given that X will buy computer, the prob. that X is 31..40, 
medium income 
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Prediction Based on Bayes’ Theorem 

 Given training data X, posteriori probability of a hypothesis H, 

P(H|X), follows the Bayes’ theorem 

    

 

 Informally, this can be viewed as  

  posteriori = likelihood x prior/evidence 

 Predicts X belongs to Ci iff the probability P(Ci|X) is the highest 

among all the P(Ck|X) for all the k classes 

 Practical difficulty:  It requires initial knowledge of many 

probabilities, involving significant computational cost 

)(/)()|(
)(

)()|()|( XX
X

XX PHPHP
P

HPHPHP 



23 

Classification Is to Derive the Maximum Posteriori 

 Let D be a training set of tuples and their associated class 
labels, and each tuple is represented by an n-D attribute vector 
X = (x1, x2, …, xn) 

 Suppose there are m classes C1, C2, …, Cm. 

 Classification is to derive the maximum posteriori, i.e., the 
maximal P(Ci|X) 

 This can be derived from Bayes’ theorem 

 

 

 Since P(X) is constant for all classes, only                                         

 

needs to be maximized 
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Naïve Bayes Classifier  

 A simplified assumption: attributes are conditionally 
independent (i.e., no dependence relation between 
attributes): 

 

 This greatly reduces the computation cost: Only counts the 
class distribution 

 If Ak is categorical, P(xk|Ci) is the # of tuples in Ci having value xk 
for Ak divided by |Ci, D| (# of tuples of Ci in D) 

 If Ak is continous-valued, P(xk|Ci) is usually computed based on 
Gaussian distribution with a mean μ and standard deviation σ 

 

and P(xk|Ci) is  
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Naïve Bayes Classifier: Training Dataset 

Class: 

C1:buys_computer = ‘yes’ 

C2:buys_computer = ‘no’ 

 

Data to be classified:  

X = (age <=30,  

Income = medium, 

Student = yes 

Credit_rating = Fair) 

age income studentcredit_ratingbuys_computer

<=30 high no fair no

<=30 high no excellent no

31…40 high no fair yes

>40 medium no fair yes

>40 low yes fair yes

>40 low yes excellent no

31…40 low yes excellent yes

<=30 medium no fair no

<=30 low yes fair yes

>40 medium yes fair yes

<=30 medium yes excellent yes

31…40 medium no excellent yes

31…40 high yes fair yes

>40 medium no excellent no
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Naïve Bayes Classifier: An Example 

 P(Ci):    P(buys_computer = “yes”)  = 9/14 = 0.643 

                   P(buys_computer = “no”) = 5/14= 0.357 

 Compute P(X|Ci) for each class 

     P(age = “<=30” | buys_computer = “yes”)  = 2/9 = 0.222 

     P(age = “<= 30” | buys_computer = “no”) = 3/5 = 0.6 

     P(income = “medium” | buys_computer = “yes”) = 4/9 = 0.444 

     P(income = “medium” | buys_computer = “no”) = 2/5 = 0.4 

     P(student = “yes” | buys_computer = “yes) = 6/9 = 0.667 

     P(student = “yes” | buys_computer = “no”) = 1/5 = 0.2 

     P(credit_rating = “fair” | buys_computer = “yes”) = 6/9 = 0.667 

     P(credit_rating = “fair” | buys_computer = “no”) = 2/5 = 0.4 

  X = (age <= 30 , income = medium, student = yes, credit_rating = fair) 

 P(X|Ci) : P(X|buys_computer = “yes”) = 0.222 x 0.444 x 0.667 x 0.667 = 0.044 

                P(X|buys_computer = “no”) = 0.6 x 0.4 x 0.2 x 0.4 = 0.019 

P(X|Ci)*P(Ci) : P(X|buys_computer = “yes”) * P(buys_computer = “yes”) = 0.028 

               P(X|buys_computer = “no”) * P(buys_computer = “no”) = 0.007 

Therefore,  X belongs to class (“buys_computer = yes”)   

age income studentcredit_ratingbuys_computer

<=30 high no fair no

<=30 high no excellent no

31…40 high no fair yes

>40 medium no fair yes

>40 low yes fair yes

>40 low yes excellent no

31…40 low yes excellent yes

<=30 medium no fair no

<=30 low yes fair yes

>40 medium yes fair yes

<=30 medium yes excellent yes

31…40 medium no excellent yes

31…40 high yes fair yes

>40 medium no excellent no
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Avoiding the Zero-Probability Problem 

 Naïve Bayesian prediction requires each conditional prob. be 
non-zero.  Otherwise, the predicted prob. will be zero 

 

  

 Ex. Suppose a dataset with 1000 tuples, income=low (0), 
income= medium (990), and income = high (10) 

 Use Laplacian correction (or Laplacian estimator) 

 Adding 1 to each case 

Prob(income = low) = 1/1003 

Prob(income = medium) = 991/1003 

Prob(income = high) = 11/1003 

 The “corrected” prob. estimates are close to their 
“uncorrected” counterparts 





n

k
CixkPCiXP

1

)|()|(



28 

Naïve Bayes Classifier: Comments 

 Advantages  

 Easy to implement  

 Good results obtained in most of the cases 

 Disadvantages 

 Assumption: class conditional independence, therefore loss 
of accuracy 

 Practically, dependencies exist among variables  

 E.g.,  hospitals: patients: Profile: age, family history, etc.  

 Symptoms: fever, cough etc., Disease: lung cancer, 
diabetes, etc.  

 Dependencies among these cannot be modeled by Naïve 
Bayes Classifier 

 How to deal with these dependencies? Bayesian Belief Networks 
(Chapter 9) 
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Chapter 6. Classification: Basic Concepts 

 Classification: Basic Concepts 

 Decision Tree Induction 

 Bayes Classification Methods 

 Classification by Backpropagation 

 Model Evaluation and Selection 

 Summary 
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Classification by Backpropagation 

 Backpropagation: A neural network learning algorithm  

 Started by psychologists and neurobiologists to develop and 

test computational analogues of neurons 

 A neural network: A set of connected input/output units 

where each connection has a weight associated with it 

 During the learning phase, the network learns by adjusting 

the weights so as to be able to predict the correct class label 

of the input tuples 

 Also referred to as connectionist learning due to the 

connections between units 
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Neural Network as a Classifier 

 Weakness 

 Long training time  

 Require a number of parameters typically best determined empirically, 

e.g., the network topology or “structure.” 

 Poor interpretability: Difficult to interpret the symbolic meaning behind 

the learned weights and of “hidden units” in the network 

 Strength 

 High tolerance to noisy data  

 Ability to classify untrained patterns  

 Well-suited for continuous-valued inputs and outputs 

 Successful on an array of real-world data, e.g., hand-written letters 

 Algorithms are inherently parallel 

 Techniques have recently been developed for the extraction of rules 

from trained neural networks 
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A Multi-Layer Feed-Forward Neural Network  

Output layer 

Input layer 

Hidden layer 

Output vector 

Input vector: X 
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How A Multi-Layer Neural Network Works 

 The inputs to the network correspond to the attributes measured for each 

training tuple  

 Inputs are fed simultaneously into the units making up the input layer 

 They are then weighted and fed simultaneously to a hidden layer 

 The number of hidden layers is arbitrary, although usually only one  

 The weighted outputs of the last hidden layer are input to units making up 

the output layer, which emits the network's prediction 

 The network is feed-forward: None of the weights cycles back to an input 

unit or to an output unit of a previous layer 

 From a statistical point of view, networks perform nonlinear regression: 

Given enough hidden units and enough training samples, they can closely 

approximate any function 
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Defining a Network Topology 

 Decide the network topology: Specify # of units in the input 

layer, # of hidden layers (if > 1), # of units in each hidden layer, 

and # of units in the output layer 

 Normalize the input values for each attribute measured in the 

training tuples to [0.0—1.0] 

 One input unit per domain value, each initialized to 0 

 Output, if for classification and more than two classes, one 

output unit per class is used 

 Once a network has been trained and its accuracy is 

unacceptable, repeat the training process with a different 

network topology or a different set of initial weights 
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Backpropagation 

 Iteratively process a set of training tuples & compare the network's prediction 

with the actual known target value 

 For each training tuple, the weights are modified to minimize the mean 

squared error between the network's prediction and the actual target value  

 Modifications are made in the “backwards” direction: from the output layer, 

through each hidden layer down to the first hidden layer, hence 

“backpropagation” 

 Steps 

 Initialize weights to small random numbers, associated with biases  

 Propagate the inputs forward (by applying activation function)  

 Backpropagate the error (by updating weights and biases) 

 Terminating condition (when error is very small, etc.) 
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Neuron: A Hidden/Output Layer Unit  

 An n-dimensional input vector x is mapped into variable y by means of the 
scalar product and a nonlinear function mapping 

 The inputs to unit are outputs from the previous layer. They are multiplied by 
their corresponding weights to form a weighted sum, which is added to the 
bias associated with unit. Then a nonlinear activation function is applied to it. 
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Efficiency and Interpretability 

 Efficiency of backpropagation: Each epoch (one iteration through the training 

set) takes O(|D| * w), with |D| tuples and w weights, but # of epochs can be 

exponential to n, the number of inputs, in worst case 

 For easier comprehension: Rule extraction by network pruning 

 Simplify the network structure by removing weighted links that have the 

least effect on the trained network 

 Then perform link, unit, or activation value clustering 

 The set of input and activation values are studied to derive rules 

describing the relationship between the input and hidden unit layers 

 Sensitivity analysis: assess the impact that a given input variable has on a 

network output.  The knowledge gained from this analysis can be 

represented in rules 
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Chapter 6. Classification: Basic Concepts 

 Classification: Basic Concepts 

 Decision Tree Induction 

 Bayes Classification Methods 

 Classification by Backpropagation 

 Model Evaluation and Selection 

 Summary 



Model Evaluation and Selection 

 Evaluation metrics: How can we measure accuracy?  Other 

metrics to consider? 

 Use validation test set of class-labeled tuples instead of 

training set when assessing accuracy 

 Methods for estimating a classifier’s accuracy:  

 Holdout method, random subsampling 

 Cross-validation 

 Bootstrap 

 Comparing classifiers: 

 Confidence intervals 

 Cost-benefit analysis and ROC Curves 
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Classifier Evaluation Metrics: Confusion 
Matrix 

Actual class\Predicted 
class 

buy_computer 
=  yes 

buy_computer 
= no 

Total 

buy_computer = yes 6954 46 7000 

buy_computer = no 412 2588 3000 

Total 7366 2634 10000 

 Given m classes, an entry, CMi,j  in a confusion matrix indicates 
# of tuples in class i  that were labeled by the classifier as class j 

 May have extra rows/columns to provide totals 

Confusion Matrix: 

Actual class\Predicted class C1 ¬ C1 

C1 True Positives (TP) False Negatives (FN) 

¬ C1 False Positives (FP) True Negatives (TN) 

Example of Confusion Matrix: 
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Classifier Evaluation Metrics: Accuracy, 
Error Rate, Sensitivity and Specificity 

 Classifier Accuracy, or 
recognition rate: percentage of 
test set tuples that are correctly 
classified 

Accuracy = (TP + TN)/All 

 Error rate: 1 – accuracy, or 

Error rate = (FP + FN)/All 

 Class Imbalance Problem:  

 One class may be rare, e.g. 
fraud, or HIV-positive 

 Significant majority of the 
negative class and minority of 
the positive class 

 Sensitivity: True Positive 
recognition rate 

 Sensitivity = TP/P 

 Specificity: True Negative 
recognition rate 

 Specificity = TN/N 

A\P C ¬C 

C TP FN P 

¬C FP TN N 

P’ N’ All 

41 



Classifier Evaluation Metrics:  
Precision and Recall, and F-measures 

 Precision: exactness – what % of tuples that the classifier 
labeled as positive are actually positive 

 

 Recall: completeness – what % of positive tuples did the 
classifier label as positive? 

 Perfect score is 1.0 

 Inverse relationship between precision & recall 
 F measure (F1 or F-score): harmonic mean of precision and 

recall, 
 
 Fß:  weighted measure of precision and recall 

 assigns ß times as much weight to recall as to precision 
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Classifier Evaluation Metrics: Example 
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 Precision = 90/230 = 39.13%             Recall = 90/300 = 30.00% 

 

Actual Class\Predicted class cancer = yes cancer = no Total Recognition(%) 

cancer = yes 90 210 300 30.00 (sensitivity 

cancer = no 140 9560 9700 98.56 (specificity) 

Total 230 9770 10000 96.40 (accuracy) 



Evaluating Classifier Accuracy: 
Holdout & Cross-Validation Methods 

 Holdout method 
 Given data is randomly partitioned into two independent sets 

 Training set (e.g., 2/3) for model construction 
 Test set (e.g., 1/3) for accuracy estimation 

 Random sampling: a variation of holdout 
 Repeat holdout k times, accuracy = avg. of the accuracies 

obtained 
 Cross-validation (k-fold, where k = 10 is most popular) 

 Randomly partition the data into k mutually exclusive subsets, 
each approximately equal size 

 At i-th iteration, use Di as test set and others as training set 
 Leave-one-out: k folds where k = # of tuples, for small sized 

data 
 *Stratified cross-validation*: folds are stratified so that class 

dist. in each fold is approx. the same as that in the initial data 
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Model Selection: ROC Curves 

 ROC (Receiver Operating 
Characteristics) curves: for visual 
comparison of classification models 

 Originated from signal detection theory 

 Shows the trade-off between the true 
positive rate and the false positive rate 

 The area under the ROC curve is a 
measure of the accuracy of the model 

 Rank the test tuples in decreasing 
order: the one that is most likely to 
belong to the positive class appears at 
the top of the list 

 The closer to the diagonal line (i.e., the 
closer the area is to 0.5), the less 
accurate is the model 

 Vertical axis 
represents the true 
positive rate 

 Horizontal axis rep. 
the false positive rate 

 The plot also shows a 
diagonal line 

 A model with perfect 
accuracy will have an 
area of 1.0 
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Summary (I) 

 Classification is a form of data analysis that extracts models 

describing important data classes.  

 Effective and scalable methods have been developed for decision 

tree induction, Naive Bayesian classification, rule-based 

classification, and many other classification methods. 

 Evaluation metrics include: accuracy, sensitivity, specificity, 

precision, recall, F measure, and Fß measure. 

 Stratified k-fold cross-validation is recommended for accuracy 

estimation.  Bagging and boosting can be used to increase overall 

accuracy by learning and combining a series of individual models. 

46 


